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Abstract

In this thesis we apply recently developed, as well as sophisticated quantum Monte Carlo
methods to numerically investigate models of strongly correlated electron systems on
honeycomb structures. The latter are of particular interest owing to their unique prop-
erties when simulating electrons on them, like the relativistic dispersion, strong quantum
fluctuations and their resistance against instabilities. This work covers several projects
including the advancement of the weak-coupling continuous time quantum Monte Carlo
and its application to zero temperature and phonons, quantum phase transitions of va-
lence bond solids in spin-1/2 Heisenberg systems using projector quantum Monte Carlo
in the valence bond basis, and the magnetic field induced transition to a canted an-
tiferromagnet of the Hubbard model on the honeycomb lattice. The emphasis lies on
two projects investigating the phase diagram of the SU(2) and the SU(N)-symmetric
Hubbard model on the hexagonal lattice.

At sufficiently low temperatures, condensed-matter systems tend to develop order.
An exception are quantum spin-liquids, where fluctuations prevent a transition to an
ordered state down to the lowest temperatures. Previously elusive in experimentally
relevant microscopic two-dimensional models, we show by means of large-scale quantum
Monte Carlo simulations of the SU(2) Hubbard model on the honeycomb lattice, that a
quantum spin-liquid emerges between the state described by massless Dirac fermions and
an antiferromagnetically ordered Mott insulator. This unexpected quantum-disordered
state is found to be a short-range resonating valence bond liquid, akin to the one proposed
for high temperature superconductors.

Inspired by the rich phase diagrams of SU(N) models we study the SU(N)-symmetric
Hubbard Heisenberg quantum antiferromagnet on the honeycomb lattice to investigate
the reliability of 1/N corrections to large-N results by means of numerically exact QMC
simulations. We study the melting of phases as correlations increase with decreasing N
and determine whether the quantum spin liquid found in the SU(2) Hubbard model at
intermediate coupling is a specific feature, or also exists in the unconstrained t-J model
and higher symmetries.





Kurzbeschreibung

Wir untersuchen mit Hilfe von neu entwickelten sowie technisch ausgereiften Quanten-
Monte-Carlo Methoden Modelle stark korrelierter Elektronen auf hexagonalen Gittern.
Letztere zeichnen sich durch die einzigartigen Eigenschaften der auf ihnen simulierten
Elektronen aus, wie zum Beispiel deren relativistische Dispersionsrelation, die starken
Quantenfluktuationen und deren Beständigkeit gegenüber Instabilitäten. Diese Arbeit
umfasst mehrere Projekte, einschlie lich der Erweiterung des weak-coupling continuous
time Quanten-Monte-Carlo Verfahrens und dessen Anwendung auf Phononen-Systeme
und den Null-Temperatur Grundzustand, der Studie eines Quanten Phasen Übergangs in
einem Kristall mit dominanter Valenzbindung in einem Spin-1/2 Heisenberg model mit
vier-Spin Wechselwirkung, und der Untersuchung eines gekippten Antiferromagneten im
Hubbard Model, induziert durch ein externes Magnetfeld. Die Schwerpunkte dieser Ar-
beit liegen bei zwei Studien der Phasendiagramme des SU(2) und SU(N)-symmetrischen
Hubbard Models auf dem hexagonalen Gitter.

Bei niedrigen Temperaturen haben Elektronen in Festkörpern die Tendenz, Ordnung
zu entwickeln. Eine Ausnahme sind Quanten Spinflüssigkeiten, in denen Fluktuatio-
nen Ordnung selbst bei niedrigsten Temperaturen verhindern. Bislang war es nahezu
unmöglich, diese in experimentell realistischen mikroskopischen Modellen zu finden und
zu simulieren. In aufwändigen Quanten-Monte-Carlo Simulationen des SU(2) Hubbard
Models konnten wir das Auftreten einer solchen Quanten Spinflüssigkeit zeigen, welche
die Phasen der masselosen Dirac-Fermionen und eines antiferromagnetischem Isolators
trennt. Dieser unerwartete, ungeordnete Quantenzustand weist kurzreichweitige Kor-
rleationen ähnlich einer Resonanz Valenzbond Flüssigkeit auf, welche in Zusammenhang
mit Hochtemperatur-Spuraleitung steht.

Motiviert durch die reichhaltigen Phasendiagramme von SU(N)-symmetrischen Mod-
ellen, untersuchen wir mit Hilfe von Quanten-Monte Carlo-Simulationen den SU(N)-
Hubbard-Heisenberg-Antiferromagneten auf dem hexagonalen Gitter in Bezug auf die
Verlässlichkeit von 1/N Korrekturen von Molekularfeldnäherungen. Wir untersuchen
das Schmelzen von Phasen als Funktion von abnehmendem N und bestimmen, ob die
im SU(2)-Hubbard-Model gefundene Quanten Spinflüssigkeit eine spezielle Eigenschaft
dieses Modells ist, oder ob diese auch im erweiterten t-J Modell bei höheren Symmetrien
gefunden werden kann.
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Introduction 1
The fundamental concepts of symmetry and emergence lie at the heart of physics. Emer-
gence paraphrases the fact that seemingly trivial properties and interactions can be the
source for mind boggling complexity, a fact that can be found in all fields of physics, be
it classical-, or quantum-physics. Applied to the domain of condensed matter physics
this can be the spontaneous formation of order or the creation of new (quasi-)particles
which mediate interactions. All are nontrivial phenomena which could not have been
predicted from their constituents alone.

Inseparably linked to emergence is symmetry, the concept of balance or patterned
self-similarity and often equated with beauty. Classifying states, excitations and their
constituents according to their symmetry allows to greatly simplify complex problems
and relate them to larger categories of problems. In this thesis several different quantum
systems are investigated and the two keystones of physics, symmetry and emergence, will
be encountered repeatedly. Quantum systems could be expected to be somehow more
complicated, more confusing and outlandish than the everyday world that we are familiar
with. And although often counterintuitive, yet every system that we have studied has
turned out to be elegant in its own way. Beauty lies at the heart of (condensed) matter.

This thesis is organized in seven chapters: This very first chapter gives a general
overview of the model, the lattice and the projector quantum Monte Carlo which you
will encounter repeatedly throughout this script. The following chapters discuss the
projects investigated in this dissertation. In particular, Chapter 2 describes technical
details of the extension of the weak-coupling continuous-time quantum Monte Carlo
algorithm and its application to the Hubbard-Holstein model. Chapter 3 treats the JQ-
model, a quantum Heisenberg model with multi-spin exchange, and the formation and
breakdown of valence bond solid states. In Ch. 4 and Ch. 5 we switch over to itinerant
electrons and discuss the two major investigations of this thesis: the SU(2) and SU(N)
Hubbard Heisenberg model on the honeycomb lattice, where we study the rich variety
of semi-metal to insulator quantum phase transitions and the emergence of a quantum
spin liquid state. Chapter 6 gives a brief overview of the Hubbard model subjected to
an external magnetic field. All projects conclude with discussions and a summary of the
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1. Introduction

Fig. 1.1.: Real (a) and reciprocal (b) lattice and their primitive vectors.

results. The thesis ends with an overall conclusion, followed by the appendix dealing
with technical details.

In this thesis I try to emphasize facts I found essential, or especially helpful to
understand the subject at hand. Many topics mentioned in this work are vast fields on
their own, whose surface can only be scratched here. For these I try to give the most
important references in order to provide a starting point for further reading.

1.1. The honeycomb lattice

A common theme in this thesis (with the exception of Ch. 2) is the honeycomb lattice.
Its structure, properties and their implications are outlined in this section.

1.1.1. Structure and symmetry

In geometry and crystallography, a Bravais lattice (named after Auguste Bravais (1850))
is an infinite set of unit cells at the points generated by discrete translation operations

R = n1a1 + n2a2 + n3a3 , ni ∈ Z . (1.1)

In two dimensions, there are five Bravais lattices which can be distinguished by the rela-
tive length of their primitive vectors r = |a1|/|a2| and their enclosed angle φ = !(a1,a2):
oblique (r "= 1, φ "= 90◦), rectangular (r "= 1, φ = 90◦), centered rectangular (r "= 1,
φ = 45◦), hexagonal (r = 1, φ = 60◦), and square (r = 1, φ = 90◦). Actually, the points
of the hexagonal Bravais lattice form a triangular lattice. The equilateral triangular
lattice with two orbitals per unit cell (at distance a0) is equivalent to the honeycomb
structure or the tiling of hexagons. We set a0 as the unit length between sites and use
the primitive lattice vectors in real space

a1 = a0
(√

3, 0
)

, a2 = a0

(√
3

2
,
3

2

)

, (1.2)

2



1.1. The honeycomb lattice

as illustrated in Fig. 1.1a. The primitive vectors reciprocal space can be obtained by
matrix inversion (b1b2)

T = 2π (a1a2)
−1, such that biaj = 2πδij . They read

b1 =
2π

a0

(√
3

3
,−

1

3

)

, b2 =
2π

a0

(

0,
2

3

)

. (1.3)

The high symmetry points of the first Brillouin zone are Γ = (0, 0), M = (
√
3/2, 1/2)/3,

K = (1/
√
3, 1)/3 and K′ = (2/

√
3, 0)/3 as indicated in Fig. 1.1b. The orbitals can be

seen as two sites per unit cell, forming a triangular lattice which manifests itself in
reciprocal space in the two nodal points K and K ′. This sublattice property is also
referred to as valley degeneracy in reciprocal space and allows to introduce an additional
pseudo-spin degree of freedom when deriving an effective model for the system [1].

The terms hexagonal lattice and honeycomb lattice will be used synonymously to
denote the structure depicted in Fig. 1.1. Orbitals A (B) are shown as open (filled)
circles. Orbitals of the same kind form a triangular lattice, such that the honeycomb
lattice can be interpreted as two interpenetrating triangular sublattices. The orbitals A
and B are inequivalent sites, which can be seen from the nearest neighbor bonds either
forming an upright, or upside down Y-shape illustrated by the strong red and blue bonds
in Fig. 1.2.

The lattice can be divided into three distinct types of plaquettes denoted R,G and
B colored red, green and blue, respectively, in Fig. 1.2. Each type of plaquette forms
a triangular, or hexagonal pattern with three- or six-fold rotational symmetry, that
is a finer lattice relative to the lattice of translational symmetry (of the same color).
Additionally, reflections along the symmetry axes of these patterns map to themselves.
We will encounter this pattern scheme again in the possible dimer coverings of the
lattice. The symmetry of the hexagonal lattice in Schönflies notation is defined by the
point group D6h for dihedral, or two-sided group. The subset 6h indicates that the group
has a six-fold rotation axis, plus a twofold axis perpendicular to that axis, plus a mirror
plane perpendicular to the six-fold axis.

1.1.2. Tight binding band structure

In order to distinguish the two orbitals per unit cell one can use the operators a† (a) and
b† (b) which create (annihilate) electrons with spin σ on sublattice A and B, respectively.
In the following we will use the two notations a†, b†, or simply c† (but respecting the
sublattices) interchangeably.

Considering that electrons can hop to the three nearest-neighbor sites given by the
real space vectors δ = {0,−a2,a1 − a2}, the tight-binding Hamiltonian for electrons on
the honeycomb lattice [2, 3] has the form

HK =
∑

R

∑

i=1,2,3

(

ti a
†
RbR+δi + h.c.

)

. (1.4)

3



1. Introduction

Fig. 1.2.: Colored bonds and plaquettes to illustrate the two inequivalent sites and the symmetries of
the honeycomb lattice.

For the number of unit cells N , we define the Fourier transformations

a†R =
1√
N

∑

R

e−ik·Ra†k , aR =
1√
N

∑

R

eik·Rak , (1.5)

(for sublattice B, respectively) and insert them into Eq. (1.4) to obtain the Hamiltonian
in reciprocal space

HK =
1

N

∑

R

∑

k,k′

∑

i=1,2,3

(

ti e
−iR·(k−k′)
︸ ︷︷ ︸

δkk′

e−ik·δia†kbk + h.c.
)

=
∑

k

∑

i=1,2,3

(

ti e
−ik·δia†kbk + h.c.

)

. (1.6)

In general we use isotropic hopping such that ti = t. We define t′ = ti e−ik·δi and diag-
onalize the Hamiltonian

HK =
∑

k

(a†k b
†
k)

(

0 t′

t′∗ 0

)(

ak
bk

)

, (1.7)

which yields two solutions per momentum k – the two bands of the two site unit-cell

ε(k) =
√
t′ t′∗ = ±

√

3 + 2 cos(k · (a2 − a1) + 2 cos(k · a1) + 2 cos(k · a2) . (1.8)

The band structure along the high symmetry path Γ-K-M -Γ (cf. Fig. 1.1b) is plotted in
Fig. 1.3 next to three dimensional plot of the band structure including the first Brillouin
zone. The figure also shows a zoom in of the band structure close to one of the nodal
points K or K ′ at the boundary of the Brillouin zone. It is the characteristic linear
dispersion known as Dirac cone which can be obtained by expanding the full band struc-
ture in Eq. (1.8) close to the K or K′ vector. For |q| % |K|, where q is the momentum
measured relatively to the Dirac points, the dispersion is

E(q) ≈ ±vF|q|+O(
q

K
)2 , (1.9)

4



1.1. The honeycomb lattice

Fig. 1.3.: Band structure along the high symmetry path as well as a 3D plot of the dispersion around
the first Brillouin zone with its Dirac cones and the density of states (DOS) of the nearest neighbor tight
binding model on the honeycomb lattice.

with the Fermi velocity vF = 3t/2, [2]. This is in contrast to the usual quadratic disper-
sion ε(q) = q2/2m, where m is the electron mass. While in the usual case the velocity
changes with the energy v = k/m =

√

2E/m, the velocity in Eq. (1.9) does not depend
on the energy or momentum. Deviations from the linear dispersion set in for large mo-
menta away from the Dirac point. Due to the three symmetry axes of the lattice this is
known as trigonal warping [1].

The linear dispersion around the nodal points resembles the energy of relativistic
particles (see the light-cone in Fig. 1.3) which are described by the massless Dirac equa-
tion. Indeed, the expansion of the tight binding structure around K and K ′ allows to
map the low energy effective Hamiltonian to a 2D Dirac equation: The operators in
Eq. (1.9) can be restated as a sum of the two terms

aR = eiK·Ra1,K + eiK
′·Ra2,R , (1.10)

(for sublattice B, respectively), the indices i = 1, 2 refer to the K, K’ point. In the low
energy limit only states near the nodal points contribute to the dynamics. Assuming
the ai,R, bi,R vary only slowly over the unit cell, the operators may be expanded up to
linear order in δ (the vectors to the nearest neighbors). Since the neighboring sites are
symmetrically arranged, the condition

∑

i e
±iK·δi =

∑

i e
±iK′·δi = 0 holds and allows to

formulate the tight binding Hamiltonian as [4]

HK ≈ −ivF

∫

dxdy
(

Ψ
†
1(R)σ ·∇Ψ1 +Ψ

†
2(R)σ ·∇Ψ2

)

, (1.11)

with σ = (σx,σy), σ∗ = (σx,−σy) and Ψi = (a†i , b
†
i ). In first quantization the two-

component wave function ψ(r) obeys the 2D Dirac equation −ivFσ ·∇ψ(r) = ψ(r).
In momentum-space the Hamiltonian takes the form HK = vFσ · k around K and
HK ′ = vFσ

∗ · k around K′ with energies E = ±vFk. Because of these properties the
nodal points K or K ′ are often referred to as Dirac points.

5



1. Introduction

1.1.3. The Stoner criterion

The intriguing consequence of the tight binding band structure is a vanishing density of
states (DOS) at the Fermi level (see Fig. 1.3). As mentioned (cf. Eq. (1.9)), the energy
increases linearly around the Fermi level with only the nodal points contributing to the
DOS at energy ω = 0. In consequence this leads to a linearly vanishing DOS g(ω) at the
Fermi level.

g(ω) =
1

N

∑

k

δ(ω − ε(k)) , (1.12)

and in the vicinity of the Fermi level g(ω) ∝ vF|q|. This fact makes electrons on the
honeycomb lattice (fairly) resistant against instabilities. In order to demonstrate that,
let us consider the prime example, the Stoner instability for free electrons – many other
instabilities have a very similar formal structure. The Stoner criterion essentially states
that electrons are prone to a magnetic instability, because the magnetic susceptibility
shows a log-divergence as long as there is a finite DOS at the Fermi level.

The (transversal) magnetic susceptibility in the static case ω = 0 reads

χ+–

","′(q) = −
∫ β

0
dτ
〈

S+
" (q, τ)S

−
"′ (−q, 0)

〉

where S±
" (τ) = eHτS±

" (0)e
−Hτ , (1.13)

where *, *′ denote orbitals on the sublattices A, B and S+
" (q) =

1√
N

∑

q c
†
",q,σc",q,σ′ are

the spin raising operators. Operators for the other sublattice and for spin lowering
are defined accordingly. The (transversal) magnetization on orbital * upon applying an
orbital dependent external magnetic field Bxy

µ , amounts to

mxy
" =

∑

µ=","′

χ+–

",µB
xy
µ . (1.14)

Hence, if χ is prone to an instability, an infinitesimal small magnetic field is sufficient
to trigger magnetic order. Let’s check the formal definition in the free (noninteracting)
system: To compute the susceptibility we Wick-expand

χ+–

","′(q) = −
1

N

∫ β

0
dτ

∑

k,k′

〈

c†",k,↑(τ)c",k+q,↓(τ)c
†
"′,k′,↓(0)c"′,k′−q,↑(0)

〉

= −
1

N

∫ β

0
dτ

∑

k,k′

δk,k′

〈

c†",k,↑(τ)c"′,k′−q,↑(0)
〉〈

c",k+q,↓(τ)c
†
"′,k′,↓(0)

〉

= −
1

N

∫ β

0
dτ

∑

k

〈

c†",k,↑(τ)c"′,k,↑(0)
〉〈

c",k+q,↓(τ)c
†
"′,k+q,↓(0)

〉

, (1.15)

where we used k′ = k+ q. For a staggered magnetic field Bxy
A = −Bxy

B the magneti-
zation mAF = χ+–

A,A − χ+–
A,B (cf. Eq. (1.14)). The antiferromagnetic and ferromagnetic

6



1.1. The honeycomb lattice

susceptibilities actually form the eigenvectors of the susceptibility tensor due to the two
sublattices [5]. The antiferromagnetic susceptibility reads

χAF = −
1

2

∑

","′

′

χ+–

"," − χ
+–

","′

= −
1

2N

∫ β

0
dτ

∑

k

∑

","′

′〈

c†"(τ)c"′(0)
〉

k,↑
〈

c"(τ)c
†
"′(0)

〉

k+q,↓

= −
1

2N

∫ β

0
dτ

∑

k

∑

","′

′

eτ(ε!(k,↑)−ε!′ (k+q,↓))〈c†"c"′
〉

k,↑

(

1 −
〈

c†"c"′
〉

k+q,↓

)

= −
1

2N

∑

k

∑

","′

′ eβ(ε!(k,↑)−ε!′(k+q,↓)) − 1

ε"(k, ↑) − ε"′(k+ q, ↓)
〈

c†"c"′
〉

k,↑e
βε!′ (k+q,↓)〈c†"c"′

〉

k+q,↓

= −
1

2N

∑

k

∑

","′

′ nF,!′(k+ q, ↓) − nF,!(k, ↑)
ε"(k, ↑) − ε"′(k+ q, ↓)

, (1.16)

where nF,!(k) = 1/(eβε!(k) + 1) is the Fermi-function and the sum runs over the elements
* "= *′, only. This general form of the susceptibility is independent of whether we start
from the longitudinal-, or the transversal magnetic susceptibility. We can see that any
imbalance in the spin population would be enhanced by a small denominator – under
an integral the log-divergence is obvious. The necessary condition of the denominator is
called the nesting condition

ε(k +Q) = −ε(k) , (1.17)

whereQ is the nesting vector. In general, nearest neighbor hopping tight binding models
fulfill this condition on bipartite lattices, since there is a finite portion of the Fermi
surface which can be connected to another part by the same vector Q. Because of the
two orbitals in the honeycomb lattice antiferromagnetic order is established within the
unit cell such that Q = (0, 0). In the case discussed here, the nesting condition reads
ε"(k, ↑) = −ε"′(k, ↓), such that we can write the enumerator as

nF,!′(k) − nF,!(k) =
1

e−βε!(k) + 1
−

1

eβε!(k) + 1
=

eβε!(k) − 1

eβε!(k) + 1
= tanh

(
βε"(k)

2

)

, (1.18)

and use dε g(ε) = dkn(k),
∫

dε g(ε) = N to restate the antiferromagnetic susceptibility:

χAF = −
1

2N

∑

k

∑

"

tanh

(
βε"(k)

2

)
1

2ε"(k)

= −
1

2

∑

"

∫

dε" g(ε") tanh

(
βε"
2

)
1

2ε"
. (1.19)
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1. Introduction

To evaluate the integral we linearize the tanh, such that tanh ∼ x around zero and 1
(−1) for x > 1 (x < 1), and approximated the DOS with the DOS at the Fermi level EF

χAF = −
1

2

∑

"

[

−
∫ −2/β

−W
dε" +

∫ 2/β

−2/β
dε" +

∫ W

2/β
dε"

]

g(ε")
1

2ε"

≈ −
1

2

∑

"

g(EF,")

[
∫ W

2/β
dε" −

∫ −2/β

−W
dε"

]

1

2ε"

= −
1

2

∑

"

g(EF,") ln

(
W

2T

)

, (1.20)

where W is the bandwidth. The susceptibility diverges logarithmically as the tempera-
ture T = 1/β goes to zero, but it also is proportional to the DOS. For the honeycomb
lattice the DOS vanishes at the Fermi level at half-filling (g(ε) ∝ ε) and hence cuts off
the log-divergence. Although in principle susceptible to an external field, there are no
states to trigger the instability. However, interactions might dynamically generate states
at and close to the Fermi level such that the instability is set off, eventually.

On the square lattice, a van Hove singularity at ω = 0 creates a divergence of the
DOS, g(ε) ∝ log(ε), and hence there is a log-square singularity in χAF. For the Hubbard
model on the square lattice this implies that any infinitesimal small value of U will lead
to spontaneous antiferromagnetic order (Uc = 0+). In contrast, the fact that sufficiently
strong interactions are necessary to trigger instabilities on the honeycomb allows to study
the semi-metal to insulator transition at a finite Uc. Additionally, the low coordination
number Z = 3 suggests fluctuations to be important. Together this makes the Hubbard
model on the honeycomb lattice a promising candidate for interesting physics.
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1.1. The honeycomb lattice

Outlook – Bilayer graphene and Carbon nano ribbons

Adding a second honeycomb layer can significantly change the free dispersion: Stack-
ing the two layers such that sublattice A of one layer is on top of sublattice B of
the other (AB-, or Bernal-staking [1]) is illustrated along the dispersion relation of
the corresponding tight-binding model below. This is the natural stacking order of
carbon bilayers. In the tight-binding approximation we reduced possible interlayer
hopping to the AB connection indicated by the vertical (gray) lines connecting the
layers with matrix element t⊥. The interlayer hopping leads to a quadratic dispersion
ε(k) near the K-point which results in a finite density of states and makes the bilayer
system more susceptible to instabilities like superconductivity.

-3

 0

 3

A ribbon structure can be obtained by imposing open boundary conditions along one
of the lattice dimensions. Depending on the type of the termination along the rib-
bon, either forming a zig-zag or armchair edge, the free dispersion shows significant
differences. For the zig-zag ribbon illustrated in panel (a) below, sites of different
sublattices are exposed at the edge which leads to localized states which manifest
themselves in the dispersion-less section of the lowest band around k = ±π. In finite
length ribbons weak Coulomb repulsion induces edge ferromagnetism. In armchair
ribbons the spectrum is either gapped or ungapped (panel (b) left and right), de-
pending on the even or odd number of unit cells perpendicular to the extension of
the ribbon (here, in-/excluding the blue sites in panel (b)).

-3

 0

 3

0
-3

 0

 3

0

Investigations of the stability of the magnetic properties of the ribbons and instabil-
ities in the bilayer structure are under way.
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1. Introduction

1.2. Projector Quantum Monte Carlo

The basic idea of the Monte Carlo (MC) method is to construct a Markov sequence
of configurations, which represent the equilibrium distribution of a system’s degrees of
freedom. This is achieved by updating an existing configuration according to a prob-
ability distribution, which respects to the detailed balance condition, as introduced by
Metropolis and others [6]. In general, this allows to compute eigenvalues for problems
whose complexity increases exponentially in configuration space, with polynomial time
effort. For a comprehensive overview we refer the reader to the book by Landau and
Binder [7].

QuantumMonte Carlo (QMC) is the natural generalization of classical MC, introduc-
ing an extra dimension – the imaginary (Euclidean) time axis. The Projector quantum
Monte Carlo (PQMC) is a zero temperature version of the Auxiliary Field QMC (or
Determinantal QMC) introduced by Blankenbecler, Scalapino and Sugar (BSS) in 1981
[8, 9]. In this section we will outline the method described detailed in [10, 11].

1.2.1. Basic formulation

The objective is to calculate quantum mechanical expectation values of the form

〈

O
〉

=
1

Z
Tr

[

Oe−βH
]

=
1

Z

∫

D[φ(i, τ)] e−S[φ(i,τ)]O(φ(i, τ)) , (1.21)

where the partition function Z is given by

Z = Tr
[

e−βH
]

=

∫

D[φ(i, τ)] e−S[φ(i,τ)] . (1.22)

Here S[φ] denotes the Euclidean action for all possible configurations of the classical
fields φ, β = 1/kBT = i t/! is the inverse temperature (imaginary time) and kB denotes
Boltzmann’s constant.

In the following we will concentrate on the half-filled Hubbard model, which reads
H = Ht +HU , with Ht = −t

∑

〈ij〉,σ c
†
iσcjσ andHU =

∑

i(ni↑ − 1
2)(ni↓ − 1

2), described in
Sec. 1.3. In the limit β → ∞ the ground state is obtained. If one is interested in ground
state properties, it is convenient and more efficient to adopt a projective scheme, where
an observable O is obtained by projecting a trial wave function

∣
∣ΨT

〉

=
∑

n

∣
∣Ψn

〉〈

Ψn

∣
∣Ψ0

〉

along the imaginary time axis

〈

Ψ0

∣
∣O
∣
∣Ψ0

〉

〈

Ψ0

∣
∣Ψ0

〉 = lim
Θ→∞

〈

ΨT

∣
∣e−ΘHOe−ΘH

∣
∣ΨT

〉

〈

ΨT

∣
∣e−2Θ

∣
∣ΨT

〉 . (1.23)

Under the assumption of a finite overlap of the trial wave function with the ground
state (

〈

ΨT

∣
∣Ψ0

〉

"= 0) and a non degenerate ground state this allows to project out the
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1.2. Projector Quantum Monte Carlo

eigenenergies H
〈

ΨT

∣
∣ = En

〈

Ψn

∣
∣, such that the above equation reads

〈

Ψ0

∣
∣O
∣
∣Ψ0

〉

〈

Ψ0

∣
∣Ψ0

〉 = lim
Θ→∞

∑

n,m

〈

ΨT

∣
∣Ψn

〉〈

Ψm

∣
∣ΨT

〉

e−Θ(En−Em−2E0)
〈

Ψn

∣
∣O
∣
∣Ψm

〉

∑

n |
〈

ΨT

∣
∣Ψn

〉

|2 e−2Θ(En−E0)
. (1.24)

According to the Suzuki-Trotter decomposition [12, 13, 14] the sum of matrices in an
exponent can be written as exp(A+B) = limL→∞(exp(A/L) exp(B/L))L, such that we
can discretize the imaginary-time in the path integral (1.22) into L Trotter-(time-)slices
of length ∆τ = Θ/L. This allows to separate the single-body Hamiltonian Ht from the
two-body interaction

Z = Tre−βH = Tre−β (Ht+HU ) = lim
L→∞

Tr
(

e−
β
LHt e−

β
LHU

)L

= Tr
L
∏

i=1

(

e−∆τHt e−∆τHU +
1

2
β∆τ [Ht,HU ] + βtUO(∆τ2)

)

. (1.25)

For a finite L this introduces a systematic error ofO(∆τ2) (the term linear in ∆τ vanishes
since a trace over a commutator gives zero), which amounts to an overall systematic
error proportional to ∆τ3 in the Monte Carlo estimate of observables. The finite ∆τ
also plays the role of a ultra-violet cut-off where 1/∆τ is absorbed in the Hubbard-
Stratonovich transformation described in the next section. High frequencies originate
from the continuous but not differentiable paths in imaginary time. In the following we
will not explicitly state the Trotter error. In general, we employed a finite imaginary
time step ∆τ = 0.05/t and verified upon extrapolating ∆τ → 0, that this value produces
no artifacts.

In the Monte Carlo scheme the projection operator exp(−∆τHt) will be applied to
the a trial wave function over and over again. Both will be represented by a matrices,
such that this is a good spot where one can reduce computation time by optimizing such
matrix operations. Where a default matrix product produces costs of O(N3), it can be
reduced to O(N2), by applying the Suzuki-Trotter decomposition to exp(−∆τHt) an
additional time. This procedure is called checkerboard decomposition and is described
in detail in [10, 11]. Note, using the checkerboard decomposition, a symmetric Suzuki-
Trotter decomposition is favorable for small values of U/t, in order to guarantee causal
Green’s functions (cf. App. A.1).

1.2.2. Hubbard-Stratonovich transformation

At each time step we use the Hubbard-Stratonovich (HS) transformation to bring the
Hubbard interaction into bilinear form [15]. The transformation is based on the identity

eA
2/2 =

1√
2π

∫

dφ e−φ
2/2−Aφ , (1.26)
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1. Introduction

where the exponential of a square is decomposed by a Gaussian integral. The Hubbard
term can be written in squares ni↑ni↓ = ±[(ni↑ ± ni↓)

2 − n]/2, such that the transfor-
mation is given by

e∆τ U
2 (ni↑±ni↓)

2
=

(
∆τ

2π

) 1
2
∫

dφi e
−∆τ

2 φ
2
i+∆τ

√
U(ni↑±ni↓)φi . (1.27)

This replaces the influence electron-electron interactions by a fictitious field φ acting on
the electron. Instead of a continuous auxiliary field, it is more convenient to work with
discrete variables [16]

e−∆τU
∑

i(ni↑−1/2)(ni↓−1/2) = C
∑

s1,...,sN=±1

eα±
∑

i si(ni↑∓ni↓) , (1.28)

where on an N site lattice the constant C = exp(∆τUN/4)/2N . The transformation
reduces the quadratic interaction of the double occupation into a linear interaction cou-
pled to Ising-like variables si on each site and imaginary time slice. This rewriting of a
many body problem to a manifold of single particle problems will allow us to evaluate
the trace in form of a determinant below.

Coupling to spin and charge

In Eq. (1.28) you can see, that the auxiliary fields either couple to the spin, or the charge
density. For these two cases the parameter α is given by

cosh(α) = e±
1
2∆τU , or α = 2arctanh

(√

± tanh (∆τU/4)
)

. (1.29)

In order to work with real α, most implementations use the coupling to the spin. How-
ever, this clearly breaks SU(2) spin rotational invariance for a given configuration of the
auxiliary fields, which is only restored after summation over (all) field configurations
within the MC process [17]. Unless you study a problem where SU(2) symmetry is
broken already, it is favorable to preserve it until broken spontaneously opting for the
complex solution for α [18]. The drawback is an increased computational effort.

SU(N) symmetric transformation

For the presented simulations below, we use an SU(2) symmetric HS transformation
which allows for a direct generalization to SU(N) symmetric models [19]. The interaction
part of the imaginary time evolution operator is expressed as

e−∆τU(n↑+n↓−1)2/2 =
∑

l=±1,±2

γ(l)ei
√

∆τU/2 η(l)(n↑+n↓−1) +O(∆τ4) , (1.30)
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1.2. Projector Quantum Monte Carlo

with the two functions γ and η of the four-valued auxiliary field l = ±1,±2 taking on
the values

γ(±1) = 1 +
√
6/3 , η(±1) = ±

√

2 (3 −
√
6) ,

γ(±2) = 1 −
√
6/3 , η(±2) = ±

√

2 (3 +
√
6) . (1.31)

The advantage of this representation is the fact, that for each auxiliary field configu-
ration, the SU(N) spin symmetry of the Hubbard model is conserved explicitly. The
above HS transformation produces an overall systematic error proportional to ∆τ3 in
the Monte Carlo estimate of observables which, in comparison to the Trotter error of
order ∆τ2, is however negligible.

1.2.3. The central quantity: the Green’s function

After the HS transformation we are left with non-interacting fermions subject to a time
and space dependent field. Since we are dealing with free fermions Wick’s theorem is
applicable [20, 21, 22]. This enables us to compute arbitrary observables within the
PQMC by expressing them in terms of the single particle propagators – the Green’s
function.

To simplify the further notation we introduce the index x = (i,σ) to define

Ht =
∑

x,y

c†xTx,ycy ≡ c†Tc ,

α
∑

i

si(ni↑ − ni↓) =
∑

x,y

c†xV (s)x,ycy ≡ c†V(sn)c . (1.32)

Furthermore we define the imaginary time propagators

Us(τ2, τ1) =
n2∏

n=n1+1

ec
†V(sn)ce−∆τc†Tc ,

Bs(τ2, τ1) =
n2∏

n=n1+1

eV(sn)e−∆τT , (1.33)

where n1∆τ = τ1 and n2∆τ = τ2 and s denotes the HS-field foreach site and time slice.
We can now rewrite the partition function of Eq. (1.25) as (cf. App. A.2)

Z = Cm
∑

s1...sm

Tr[Us(2Θ, 0)] = Cm
∑

s1...sm

det[1+Bs(2Θ, 0)] . (1.34)

For the PQMC algorithm, we will require the trial wave function to be a slater determi-
nant characterized by (the matrix) P [10]. This can be, e.g., obtained easily for the free
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1. Introduction

system, or within a mean field approximation. The trial wave function of an N -particle
state is expressed in our notation reads

∣
∣ψT

〉

=
N
∏

y=1

(∑

x

c†xPx,y

)∣
∣0
〉

=
N
∏

y=1

(

c†xP
)

y

∣
∣0
〉

, (1.35)

such that
〈

ψT
∣
∣e2ΘH

∣
∣ψT

〉

= Cm
∑

s1...sm

det[P†Bs(2Θ, 0)P] , (1.36)

with m∆τ = 2Θ. As already stated, the goal is to compute expectation values
〈

ΨT

∣
∣e−ΘHOe−ΘH

∣
∣ΨT

〉

〈

ΨT

∣
∣e−2Θ

∣
∣ΨT

〉 =
∑

s

Ps

〈

O
〉

s
+O(∆τ2) , (1.37)

and

Ps =
det[P†Bs(2Θ, 0)P]

∑

s det[P
†Bs(2Θ, 0)P]

,

〈

O
〉

s
=

〈

ψT
∣
∣Us(2Θ,Θ)OUs(Θ, 0)

∣
∣ψT

〉

〈

ψT
∣
∣Us(2Θ, 0)

∣
∣ψT

〉 . (1.38)

The observable we want to compute is the equal-time single-particle Green’s function

O = cxc
†
y = δx,y − c†A(x,y)c, with A

(x,y)
x1,x2 = δx1,yδx2,x. Inserting a source term, we know

∂

∂η
ln
〈

ψT
∣
∣U1e

ηOU2

∣
∣ψT

〉
∣
∣
∣
η=0

=

〈

ψT
∣
∣U1OU1

∣
∣ψT

〉

〈

ψT
∣
∣U1U2

∣
∣ψT

〉 . (1.39)

Therefore the Green’s function is obtained from

〈

cxc
†
y

〉

= δx,y −
∂

∂η
ln
〈

ψT
∣
∣Us(2Θ,Θ) eηc

†A(x,y)c Us(Θ, 0)
∣
∣ψT

〉
∣
∣
∣
η=0

= δx,y −
∂

∂η
ln det

[

P†Bs(2Θ,Θ) eηA
(x,y)

Bs(Θ, 0)P
]∣
∣
∣
η=0

= δx,y −
∂

∂η
Tr ln

[

P†Bs(2Θ,Θ) eηA
(x,y)

Bs(Θ, 0)P
]∣
∣
∣
η=0

= δx,y − Tr
[
(

P†Bs(2Θ, 0)P
)−1

P†Bs(2Θ,Θ)Ax,yBs(Θ, 0)P
]∣
∣
∣
η=0

, (1.40)

where we used the relation detA = exp(Tr lnA). Cycling the operators within the trace
yields

Gs(Θ)x,y =
(

1 − Bs(Θ, 0)P
(

P†Bs(2Θ, 0)P
)−1

P†Bs(2Θ,Θ)
)

x,y
. (1.41)

Using this quantity we can now express arbitrary observables as explained in Sec. 1.2.5.
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1.2. Projector Quantum Monte Carlo

1.2.4. Sampling procedure

The MC sampling consists now of creating altered auxiliary field configurations s′ based
on a single spin-flip algorithm. The acceptance of a proposed spin-flip (and hence a
new configuration) is decided stochastically within a Metropolis scheme, given by the
Metropolis decision Pacc = min[1, R]. This requires knowledge of the ratio of the config-
uration weights

R =
w[s′]

w[s]
=

Ps′

Ps
=

det[1 +P†Bs′(2Θ, 0)P]

det[1 +P†Bs(2Θ, 0)P]
. (1.42)

The change of a single spin in the configuration affects the interaction matrix V(sn)

eV(s′n) =
[

1 +
(

eV(s′n)eV(sn) − 1
)

︸ ︷︷ ︸

∆

]

eV(sn) . (1.43)

Here, the matrix ∆ has only one non-vanishing entry ∆x,y = δx,zδy,z′η(z,z
′). The prop-

agator changes to Bs′(2Θ, 0) = Bs(2Θ, τ)(1 +∆)Bs(τ, 0), accordingly. Let us introduce
the notation B〈

s = P†Bs(2Θ, τ), and B〉
s = Bs(τ, 0)P, to compute the ratio

R =
det

[

B〈
s(1 +∆(i))B〉

s

]

det
[

B〈
sB

〉
s

] = det
[

B〈
s

(

1 +∆(i)
)

B〉
s

(

B〈
sB

〉
s

)−1]

= det
[

1 +B〈
s∆

(i)B〉
s

(

B〈
sB

〉
s

)−1]

= det
[

1 +∆(i)B〉
s

(

B〈
sB

〉
s

)−1
B〈

s

]

. (1.44)

In the last equality, we can identify the Green’s function (Eq. (1.41)) defined by
1− Gs(τ) = B〉

s(B
〈
sB

〉
s)−1B〈

s. If the proposed spin-flip is accepted, we need to update
the Green’s function according to the new auxiliary field. Since a single spin-flip only
affect one row and one column of the Green’s function matrix the Sherman-Morrison
formula can be used to implement an efficient updating procedure. Leaving the linear
algebra details to the reader (details can be found in [10, 11]), the updated Green’s
function may be obtained by

[Gs′(τ)]x,y =
[

1 − (1 +∆)B〉
s(B

〈
s(1 +∆)B〉

s)
−1B〈

s

]

x,y

= [Gs(τ)]x,y −
[Gs(τ)]x,z η

(z,z′) [1 − Gs(τ)]z′,y
1 + ηz,z′ [1 − Gs(τ)]z′,z

. (1.45)

What is left is to compute the Green’s function to an arbitrary and time displaced
imaginary times τ > 0,

Gs(τ)
(

Θ+
τ

2
,Θ −

τ

2

)

x,y
=

[

Bs(τ)
(

Θ+
τ

2
,Θ −

τ

2

)

Gs(τ)
(

Θ −
τ

2

)]

x,y
(1.46)

Gs(τ)
(

Θ −
τ

2
,Θ+

τ

2

)

x,y
= −

[(

1− Gs(τ)
(

Θ −
τ

2

))

B−1
s

(

Θ+
τ

2
,Θ −

τ

2

)]

x,y
.
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However, the naive propagation above reveals a major technical issue innate to all aux-
iliary field QMC algorithms: The algorithm demands for repeated matrix-matrix mul-
tiplications. However, the propagator matrices are terribly ill-conditioned. Because of
the limited machine precision roundoff errors occur, which are blown up exponentially
since most contributions are matrix exponentials. As a consequence matrix-matrix mul-
tiplications are unstable. Unfortunately, one is interested in small differences encoded in
matrices which contain values which span a large range of orders. To overcome this prob-
lem, one can employ a stabilization procedure based on a singular value decomposition,
which is described in [10, 11].

The efficient implementation to compute unequal times Green’s function is based on
the crucial observation, that in the PQMC the Green’s function is a projector

Gs(τ)
2 = Gs(τ) ,

(1 − Gs(τ))
2 = 1− Gs(τ) . (1.47)

This property implies that propagators can be broken up into intervals, such that for
τ1 > τ2 > τ3,

Gs(τ1, τ3) = Bs(τ1, τ3)G
2
s(τ3) = Gs(τ1, τ3)Gs(τ1, τ3)

= Gs(τ1, τ3)B
−1
s (τ2, τ3)

︸ ︷︷ ︸

Gs(τ1,τ2)

Bs(τ2, τ3)Gs(τ3)
︸ ︷︷ ︸

Gs(τ2,τ3)

. (1.48)

Using the property above we can break up a large imaginary time propagation into a set
of smaller intervals of length τ = Nττ1,

Gs(τ)
(

Θ+
τ

2
,Θ −

τ

2

)

=
Nτ−1
∏

n=0

Gs(τ)
(

Θ+
τ

2
+ (n + 1),Θ −

τ

2
+ nτ1

)

. (1.49)

By saving sections of the propagated ground state wave function to memory and clever
bookkeeping Feldbacher and Assaad present a highly efficient implementation in Ref. [23,
10].

In principle, the equations presented above give us all the tools necessary to cre-
ate a Markov chain: Start from a random auxiliary field configuration, compute the
Green’s function from scratch (Eq. (1.41)), and start sweeping through the auxiliary field
(Eq. (1.46)) in order to update the configuration according to Eq. (1.44) and Eq. (1.45).

1.2.5. Observables and Wick’s theorem

The fermionic QMC algorithms presented here and in Ch. 2 share the property that
they provide access to the single particle Greens function. For a given MC-configuration
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1.2. Projector Quantum Monte Carlo

Wick’s theorem holds and arbitrary observables and correlation functions can be ex-
pressed from this central quantity [20, 21, 22]. The general formal rule of the Wick
decomposition follows from the definition of the cumulants

〈〈On . . . O1〉〉 =
∂n

∂ηn . . . ∂η1
ln
〈

ψT
∣
∣Us(2Θ,Θ)eηnOn . . . eη1O1Us(Θ, 0))

∣
∣ψT

〉
∣
∣
∣
η1,...,ηn=0

,

(1.50)
with Oi = c†A(i)c. Differentiating the above we obtain

〈〈O1〉〉s =
〈

O1
〉

s

〈〈O2O1〉〉s =
〈

O2O1
〉

s
−
〈

O2
〉

s

〈

O1
〉

s

〈〈O3O2O1〉〉s =
〈

O3O2O1
〉

s

−
〈

O3
〉

s
〈〈O2O1〉〉s −

〈

O2
〉

s
〈〈O3O1〉〉s

−
〈

O1
〉

s
〈〈O3O2〉〉s −

〈

O1
〉

s

〈

O2
〉

s

〈

O3
〉

s

. . . = . . . . (1.51)

This leads to the following rule, which may be proven by induction,

〈

On . . . O1
〉

s
= 〈〈On . . . O1〉〉s +

n
∑

j=1

〈〈On . . . Ôj . . . O1〉〉s〈〈Oj〉〉s

+
∑

j>i

〈〈On . . . Ôj . . . Ôi . . . O1〉〉s

×〈〈OjOi〉〉s + . . .+ 〈〈On〉〉s . . . 〈〈O1〉〉s , (1.52)

where Ôj means that the operator Oj has bee omitted from the product [24]. The
cumulants may now be computed order by order in the same fashion as Eq. (1.40).
Although one can exploit some symmetries to reduce the number of distinct terms one
has to Wick-decompose, complex observables may consist of a large number of operator
sequences. Additionally, the generalization of correlation functions to arbitrary numbers
of (spin) flavors presents an especially challenging problem and the task becomes more
and more tedious. Fortunately, the Wick decomposition can be implemented in a simple
recursive subroutine and the computer can take over most of the work:

We define the observable expressed through fermionic operators in Mathematica.
Preserving the ordering of fermionic operators we use a non-commutative expand func-
tion to obtain a sequence of terms. Keeping track of the pre-factors, individual terms
(operator sequences) are passed to a Fortran program to determine all nonzero contrac-
tions of the combinations of creator-annihilator pairs, which is a sum of single particle
propagators:

FUNCTION findPartner(op,list)

Find an operator in list which matches the quantum numbers
of op and return its position.
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SUBROUTINE decompose(list)

• Find pairs of operators via findPartner(op,list) and pass
the remaining part of the operator list to the subroutine recursively.

• Print out each found pair with the leading sign according to the
number of commutations necessary to rearrange the operator list.

• Recursively pass the remaining part of the operator list to the subroutine.
• EXIT if the number of elements in list reaches two.

PROGRAM wick

• Create a list of all flavor combinations.
• Foreach combination create a corresponding operator list and decompose it.
CALL decompose(list)

For, e.g., a six-operator string, the decomposition outlined above is performed like that:

〈

c†x3
cy3c

†
x2
cy2c

†
x1
cy1

〉

s
=

〈

c†x3
cy3

〉

s

〈

c†x2
cy2c

†
x1
cy1

〉

s
(1.53)

+
〈

c†x3
cy2

〉

s

〈

cy3cy2c
†
x2
c†x1

cy1
〉

s

+
〈

c†x3
cy1

〉

s

〈

cy3cy2c
†
x2
cy2c

†
x1

〉

s

=
〈

c†x3
cy3

〉

s

(
〈

c†x2
cy2

〉

s

〈

c†x1
cy1

〉

s
+
〈

c†x2
cy1

〉

s

〈

cy2c
†
x1

〉

s

)

+
〈

c†x3
cy2

〉

s

(
〈

cy3c
†
x2

〉

s

〈

c†x1
cy1

〉

s
−
〈

cy3c
†
x1

〉

s

〈

c†x2
cy1

〉

s

)

+
〈

c†x3
cy1

〉

s

(
〈

cy3c
†
x2

〉

s

〈

cy2c
†
x1

〉

s
+
〈

cy3c
†
x1

〉

s

〈

c†x2
cy2

〉

s

)

.

The results for all terms are collected and simplified by Mathematica and you are ready
to paste the result to your code. Since the expressions of decomposed observables can
take up several pages of code, the simplification significantly enhances the performance
of their evaluation.

1.2.6. The sign problem

Away from half filling, or for non-bipartite interactions, particle-hole symmetry is not
conserved. This implies that the fermionic determinant defined in Eq. (1.34) is no longer
strictly positive. Consequently the weights w[s] (cf. Eq. (1.42)) can become negative,
no longer representing a probability for a specific configuration. In this situation it is
necessary to deal with the estimators by taking the absolute value of the weight and
include the sign explicitly in the observables

〈

A
〉

=

∑

{s} |w[s]| sign(w[s])A(s)
∑

{s} |w[s]| sign(w[s])
MC
≈

∑K
k=1Ak signk
∑K

k=1 signk

(1.54)
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where
〈

sign
〉

=
Zw

Z|w|
=

∑

{s} w[s]
∑

{s} |w[s]|
= e−βN∆f . (1.55)

Here ∆f denotes the difference of the free energy densities. The average sign is strictly
positive and real but decreases exponentially with system size and inverse temperature,
such that the computational costs will be exponential instead of polynomial. The inverse
temperature is interchangeable with the projection parameter 2Θ at T = 0 in the PQMC.

Troyer and Wiese [25] argued the sign problem to be generically NP-hard (nondeter-
ministic polynomial), hence not solvable in polynomial growing time effort [26]. Their
discussion is based on the mapping of the fermionic quantum system to the classical
spin-glass model, which is believed to be NP-hard. Since any NP-hard problem can
be mapped onto another with polynomial complexity, a general solution of an NP-hard
problem is thus equivalent solving any NP-problem. Nevertheless, it is still possible that
the sign problem for a specific problem may be overcome. For an example in a different
model see Chandrasekharan’s and Wiese’s Meron-Cluster solution [27].

1.2.7. Data analysis

Although several sweeps are skipped between measurements the data are correlated and
blue-eyed analysis would severely bias the results. Therefore, the autocorrelation times
have to be calculated, uncorrelated means have to be determined and from those the
variances can be computed unbiased [28, 11].

Binning and autocorrelation time

Small changes in the configurations of the MC-sampling procedure cause statistical corre-
lations which have to be taken into account in the analysis. To quantify these correlations
we define the autocorrelation function for an observable O

CO(t) = CO(Oi, Oi+t) =
〈(

Oi −
〈

Oi
〉)(

Oi+t −
〈

Oi+t
〉)〉

=
〈

OiOi+t
〉

−
〈

Oi
〉〈

Oi+t
〉

, (1.56)

where the number index i denotes the number of the measurement and t defines the
separation of the measurements in the time-series. In this section we use

〈

. . .
〉

to
denote the average over all indices i. In the limit N → ∞ measurements, this becomes
the physical expectation value. For t = 0 the correlation function equals the variance
in case of single uncorrelated measurements σ2O. With this definition we introduce the
normalized autocorrelation function given by

Γ(t) =
CO(t)

CO(0)
=

N−t
∑

i=1

〈

OiOi+t
〉

−
〈

Oi
〉〈

Oi
〉

〈

O2
i

〉

−
〈

Oi
〉〈

Oi
〉 , (1.57)
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with N as the total number of measurements. For increasing separation in the time-
series, Γ(t) decays exponentially Γ(t) → a e−t/τO,exp for t → ∞, where τO,exp denotes
the so-called exponential autocorrelation time and a is a constant. The exponential
autocorrelation time defines the upper limit of how strongly subsequent measurements
are correlated [29]. The variance of correlated measurements is calculated by collecting
the diagonal and off-diagonal terms of

σ2
O

=
1

N2

N
∑

i,j=1

〈

OiOj
〉

−
1

N2

N
∑

i,j=1

〈

Oi
〉〈

Oj
〉

=
1

N2

N
∑

i,j=1

CO (|i− j|)

=
1

N2

N−1
∑

t=−N+1

N−|t|
∑

k=1

CO (|t|) =
N
∑

t=−N

CO (|t|)
N − |t|
N2

=
CO (0)

N

N
∑

t=−N

ΓO (|t|)
(

1−
|t|
N

)

=
σ2O
N

2

[

1

2
+

N
∑

t=1

ΓO (t)

(

1 −
t

N

)
]

=
σ2O
N

2τO,int . (1.58)

Here, we defined the so-called (proper) integrated autocorrelation time

τO,int =
1

2
+

N
∑

t=1

ΓO (t)

(

1 −
t

N

)

=
Nσ2

O

2σ2O
, (1.59)

For a large number of data sets the analysis by integration to obtain the integrated
autocorrelation time is often too cumbersome for a day by day basis. The binning
(or blocking) analysis is much more convenient than full integration of Eq. (1.57). By
grouping the incoming data into bins, one forms a new (shorter) time series; large enough
bin-sizes result in a series of almost uncorrelated block-values and thus can be analyzed
by standard means. For data sets consisting of N correlated measurements Oi, we block
them in NB bins of length k such that N = NB k. The block-average of the n-th of NB

bins is OB,n = (1/k)
∑k

i=1O(n−1) k+i. Obviously, the mean value over all bin-averages

satisfies OB = O. If the bins are large enough to form a basically uncorrelated series,
their variance can be computed as an unbiased estimator leading to the square of the
error of the mean value

ε2
O

≡ σ2
O

1
σ2B(NB)

NB
≡

1

NB (NB − 1)

NB∑

n=1

(

OB,n − OB
)2

. (1.60)

The integrated autocorrelation time is now given by

τO,int(NB) =
k σ2B(NB)

2σ2Oi

, (1.61)
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which converges, with decreasing binning block-number NB (and therefore statistical
independence), to the integrated autocorrelation time τO,int.

Due to these (temporal) correlations of the measurements the statistical error εO =
σO of the MC-estimator O is increased by a factor

√

2 τO,int. This leads to the effective
statistics Neff = N/2τO,int, or respectively σ2O,eff

= 2τO,int σ
2
O
. This shows that only every

2 τO,int-the measurement is approximately uncorrelated. By tuning the number of sweeps
skipped between MC-measurements with respect to the integrated autocorrelation time,
the computational overhead can be reduced.

Finally, we briefly mention the issue of critical slowing down. While the auto-
correlation-time depends on the updating algorithm, it is also influenced by the param-
eters of the lattice system. One can expect the integrated (exponential) autocorrelation
time to increase as τint ∼ ξz, where z denotes the dynamical critical exponent and ξ
is the leading correlation length in the system of the MC algorithm employed. As one
approaches a phase transition, the correlation length diverges, or on the finite lattice
becomes of the order of the system size ξ ≤ N (ξ ≤ L for correlations in imaginary
time). The computational effort then grows typically like NLmin[ξ, N,L]z . For local
updates one expects z ≈ 2 [30].

Jackknife

With the knowledge of the integrated autocorrelation time, the means of the measured
quantities and their error can be computed. Instead of solving the complicated error
propagation of non-linear combinations of observables, the Jackknife method allows to
obtain a controlled estimate of the variances automatically. The method has also the
advantage to give reliable results even for a small number of data points.

Similar to the binning analysis, the original data points are blocked into bins of
length k = N/NB . To obtain the asymptotic error, k must be significantly larger than
the relevant integrated autocorrelation time τO,int. With this uncorrelated set of data
points the, possibly highly nonlinear, analysis of, e.g., weighted observables will be then
repeatedly done with all but one (varying) bins. From all NB data we calculate the
overall average O. The Jackknife-averages OJ,n containing all but one of the block-
values is obtained with the n-th-block-average OB,n via

OJ,n =
NO − k OB,n

N − k
n = 1, . . . , NB . (1.62)

The overall Jackknife-average is OJ = (1/NB)
∑

NB
OJ,n. The NB Jackknife blocks

now containing N − k data are trivially correlated since each of them originates from
nearly the sameNB−1 bins. Because of the trivial nature of this correlation, the variance
can be corrected by multiplying with a factor (NB − 1)2 leading to the final error
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ε2O = σ2O =
NB − 1

NB

NB∑

n=1

(

OJ,n −OJ
)2

. (1.63)

We summarize: from the binning analysis the integrated autocorrelation time can be
determined. Blocking the data into bins of a size significantly larger than the integrated
autocorrelation time results in approximately statistically independent variables. Fi-
nally, we employ the jackknife method to obtain the errors of arbitrary combinations of
measured observables.

1.3. Fermions on a lattice: the Hubbard model

The simplest model describing itinerant, interacting fermions is the single band Hubbard
model [31, 32, 33]. Named after John Hubbard (1931-1980) it describes the competi-
tion between kinetic energy and local Coulomb repulsion, which allows to study metal-
insulator transitions. Despite its simple structure the Hubbard model remains unsolved,
except for certain limits and one dimension.

1.3.1. The model and its limits

The Hubbard model describes itinerant, interacting electrons by the Hamiltonian

HH = −
∑

〈ij〉,σ

tij
(

c†iσcjσ + c†jσciσ
)

+ U
∑

i

ni↑ni↓ , (1.64)

with the local density niσ = c†iσcjσ. The first term describes the kinetic contribution
of the electrons which gain the energy tij (the transfer integrals) via hopping between
lattice sites. The symbol 〈ij〉 represents the nearest neighbor pairs and the fermionic

operator c†iσ (ciσ) creates (annihilates) an electron at site i with spin σ. The second
term represents the local Coulomb interaction which contributes the energy U to the
Hamiltonian in case two electrons with spins σ,−σ are located at the same site i. In
physical means this, e.g., accounts for the large Coulomb repulsion of two electrons in a
single d-orbital.

In one dimension the model is exactly solvable via the Bethe-Ansatz [34, 35, 36, 37]
and does not show any quasi-particle excitations near the Fermi-surface. Its low energy
physics is defined by collective modes namely spinons and holons (spin- and charge-
fluctuations). The two- and higher dimensional Hubbard model is not (yet) exactly
solved in the thermodynamic limit. Despite the simplicity of the Hubbard model it is
not fully understood [38].

In the tight-binding (or Fermi-gas) limit U = 0 the Hamiltonian (1.64) describes free
particles and becomes diagonal in k-space. The atomic limit (t = 0) – where no charge
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transfer exists – reduces the Hamiltonian to a single site problem, now diagonal in real
space. In the infinite-U limit the ground state is a highly degenerate insulator (with
log-2 entropy per site) and is described in the Nagaoka-problem, which is only exactly
solvable in the cases of one dimension, or a single hole in the half-filled band at arbitrary
dimensions. Oddly, the single hole is sufficient to drive the system ferromagnetically [39]!
For negative values of the coupling (U < 0) one obtains the attractive Hubbard model.
Physically, the local attraction can have its origin in the coupling to polarons or local
phonons. For values of U > 0 the local interaction is repulsive. Then, as a consequence
of virtual hopping of two anti-parallel spins the model favors anti-ferromagnetic order.
This can be explained nicely in a two-site model whose ground state is spanned by the
states {0} = {|↑, ↑〉, |↓, ↑〉, |↑, ↓〉, |↓, ↓〉, }. First order perturbation theory in the kinetic
energy term creates double occupation, which is penalized by the energy U and takes us
out of the ground state. However, a second order process leads to a favorable tradeoff
between kinetic and potential energy. Second order perturbation theory yields [39]

〈

a
∣
∣H(2)

∣
∣b
〉

= −
〈

a
∣
∣Ht

1− P0

U
Ht

∣
∣b
〉

= −
∑

n/∈{0}

〈

a
∣
∣Ht

∣
∣n
〉 1
〈

n
∣
∣U
∣
∣n
〉
〈

n
∣
∣Ht

∣
∣b
〉

, (1.65)

where a, b denotes states in the ground state manifold {0} whose projector is P0,
∣
∣n
〉

is the doubly occupied state. Each contribution can be expressed by an exchange path
illustrated here:

There are four possible paths, depending on the initial spin configuration and the po-
sition of the intermediate doubly occupied site. Paths such as Ht|↑, ↑〉 = 0 are blocked
by the Pauli exclusion principle. In the singly occupied ground state the charge channel
does not play a role and states can be expressed by spin operators, such that an effective
Hamiltonian in the ground state subspace can be written as an isotropic antiferromag-
netic Heisenberg model [39]

H(2) = JS1 · S2 , with the superexchange coupling J =
4t2

U
. (1.66)

This is the perfect example of an emergent energy scale J , for which the physics of the
Hubbard model at large, but finite U/t, can be effectively described by the Heisenberg
model. A descendant of this low energy effective model is the t-J-model which includes
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the effective spin exchange term plus the kinetic energy term. We will encounter the
t-J-model again in Ch. 4. A general classification of the phase-transition and phase-
boundaries of the two dimensional Hubbard model is discussed by Watanabe and Imada
[40].

Hubbard’s simple model has lead to genuinely new results. But, unfortunately, it
did not provide a solution to its original problem of localized versus itinerant behavior
in metallic ferromagnets [31, 32, 33]. Originally designed for the description of fer-
romagnetism, the Hubbard model does not describe ferromagnetism, except for a few
special cases of parameters and lattice types. The Hubbard model is as fundamental
to quantum systems as the Ising model to classical statistical physics. It characterizes
the essentials of phenomena like filling-, or bandwidth-controlled Mott-Metal-insulator
transition, BCS-superconductivity, high temperature superconductivity (who knows?),
spin liquids, liquid helium and more (or is assumed to do so) [38].

1.3.2. Hamiltonian symmetries

The discrete symmetries of the Hubbard model can be revealed by particle-hole transfor-
mations P , where P ∈ Z2 → {1, P} and P 2 = P [38]. The particle-hole transformation
in both spin-channels σ =↑, ↓

Pc†i,σP = ci,σ

Pci,σP = c†i,σ , (1.67)

applied to the Hubbard Hamiltonian with a fixed number of electrons in an L-site system
allows to deduce

H(N↑, N↓, U, t) ≡ H(L− N↑, L− N↓, U,−t)− U(L − N↑ − N↓) . (1.68)

This has the consequence that it is sufficient to study a subspace of the parameters, e.g.,
less than half-filling and positive Sz, since the remaining subspace can be obtained by
particle hole transformation.

On bipartite lattices and for non-frustrated interactions the particle-hole transfor-
mation of one spin-channel

Pc†i,↓P = (−1)ici,↓

Pci,↑P = ci,↑

Pc†i,↓cj,↓P = (−1)i(−1)jc†i,↓cj,↓ = c†i,↓cj,↓ , (1.69)

shows the equivalency between the repulsive (U > 0) and the attractive (U < 0) Hubbard
model

H(N↑, N↓, U) ≡ H(L− N↑, N↓,−U) + UN↓

≡ H(N↑, L− N↓,−U) + UN↑ . (1.70)
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At particle-hole symmetry (half-filling) L = N↑ = N↓, the equivalency of the attractive
and the repulsive Hubbard allows for a simple translation of symmetry broken phases
from positive to negative U : a spin-density wave becomes a charge density wave (or
s-wave pairing), antiferromagnetic spin order becomes charge order and so on.

Also on bipartite lattices the transformation

Pc†i,σP = (−1)ic†i,σ ,

P ci,σP = (−1)ici,σ , (1.71)

changes the sign of the creation and annihilation operators on one sublattice. While
this implies the change of the sign of the kinetic energy operator, the potential energy
operator remains untouched, such that the sign of the hopping t may be chosen at will
and

H(N↑, N↓, U, t) ≡ H(N↑, N↓, U,−t) . (1.72)

The complexity of the model is mostly contained in its continuous symmetries: While
the U(1) gauge freedom of all quantum models and the SU(2) spin rotational symmetry
are obvious properties of the constituents of the Hubbard and Heisenberg models, the
Hubbard model bears another, more concealed, continuous symmetry: SU(2) charge, or
η-pairing symmetry.

We start from the fermionic representation of spin S(a)
i = 1

2

∑

α,β c
†
i,ασ

(a)
α,βci,β with

the Pauli matrices σ = {σx,σy,σz}

Sx
i =

1

2
(c†i,↑ci,↓ + c†i,↓ci,↑) ,

Sy
i = −

i

2
(c†i,↑ci,↓ − c†i,↓ci,↑) ,

Sz
i =

1

2
(ni,↑ − ni,↓) . (1.73)

The Hubbard Hamiltonian is invariant against global spin rotations

S(a) =
∑

i

S(a)
i , where a ∈ {x, y, z} , and S = (Sx, Sy, Sz) , (1.74)

which are the generators that form the SU(2) spin algebra, which we will denote as
SU(2)s. Frequently, the ladder operators S+ = Sx + iSy, S− = Sx − iSy and Sz are
used as generators, instead. Both definitions of generators are valid since applied to
any element out of SU(2) they allow to generate the full group. Once the continuous
symmetry is broken, Goldstone modes emerge at zero energy (c.f. Sec. 1.4).

We apply the particle-hole transformation of one spin-channel defined in Eq. (1.69)
to the generators of SU(2)s, which defines the generators of SU(2)η

η(a) = PS(a)P , and η = (ηx, ηy, ηz) , (1.75)
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with the operators η(a)i = P 1
2

∑

α,β c
†
i,ασ

(a)ci,βP , given by

ηxi =
1

2
(−1)i

(

c†i,↑c
†
i,↓ + ci,↓ci,↑

)

=
1

2
(−1)i

(

∆†
i +∆i

)

,

ηyi =
i

2
(−1)i

(

c†i,↑c
†
i,↓ − ci,↓ci,↑

)

=
i

2
(−1)i

(

∆†
i − ∆i

)

,

ηzi =
1

2
(ni − 1) . (1.76)

We take even and odd superpositions to define the common raising and lowering opera-
tors

η+i = ηxi + iηyi = (−1)ic†i,↑c
†
i,↓ = (−1)i∆†

i ,

η−i = ηxi − iηyi = (−1)ici,↓ci,↑ = (−1)i∆i . (1.77)

They create (annihilate) double occupancies, carry eigenvalues U and
∣
∣Ψ
〉

= (η†)n
∣
∣Ψ0

〉

,
hence represent eigenstates of the Hamiltonian [41]. The operators η+, η− and ηz rep-
resent the generators of SU(2)η . The corresponding primary excitations are referred to
as holons and antiholons.

The η-generators commute with the Hamiltonian [H,η] = 0 and the generators of
SU(2)s ([S,η] = 0), hence they are independent invariants of the Hubbard Hamiltonian.
This implies that the quantities total spin S, Sz, η-pairing and total charge are simul-
taneously conserved quantities represented by the symmetry groups SU(2)s and SU(2)η:
The SU(2) Hubbard Hamiltonian is invariant under symmetry operations out of

SU(2)s × SU(2)c/Z2 . (1.78)

The U(1) gauge (phase) freedom, which is also contained in SU(2), is a general property
of quantum systems and is not explicitly expressed. The reduction by the abelian sub-
group (center) Z2 is because not all representations of both SU(N) groups are present
simultaneously due to their multiplet structure [41]: For example S2 takes the values
S(S + 1), where 2S ∈ N0. The same holds for η such that S + η must also be integer.
The symmetry (1.78) is often associated with SO(4) symmetry as they both have such
commutation relations. However we want to point out that any η-operator applied to a
spin state vanishes (η

∣
∣spin

〉

= 0), hence the product ηαi S
β
i = 0, which is not a property

of SO(4) [42].
The symmetries of the SU(2) Hubbard Heisenberg model can be extended to higher

symmetries SU(N). For p > 1, N − p > 1 the SU(N) group contains the subgroups [43]

SU(N) ⊃ SU(p) × SU(N − p)× U(1) . (1.79)

We have already shown the spin- and η-pairing symmetry for a single SU(2) group.
Hence for p = 2 the SU(N) symmetry for even N is contained in the subgroups

SU(N) ⊃ SU(2) × SU(2) × . . . SU(2) × U(1) . (1.80)
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This allows to naturally generalize the spin and η-pairing symmetries to SU(N)s and
SU(N)η, such that the SU(N) Hubbard Hamiltonian is invariant under symmetry oper-
ations out of SU(N)s × SU(N)c/ZN .

1.4. Quantum phase transitions and order

A quantum phase transition (QPT) is a phase transition strictly defined for T = 0 as a
consequence of triggering the relative strength (or any non-thermal parameter), which
we call g, of two non-commuting operators, or interactions. Neither of them needs to
favor a broken symmetry – thus a QPT will not necessarily imply the formation of
long range order (LRO) of any kind. Indeed, as will be discussed in Ch. 3 and Ch. 4,
deconfined quantum critical points and spin liquid phases represent exceptions to the
Landau-Ginzburg-Wilson paradigm of classifying phase transitions in terms of order
parameters [44]. Just like a thermal phase transition, a QPT is either of

1st-order associated with a level crossing of energies, the jump of an order parameter or
a divergent first derivative of the energy with respect to some ratio of interactions,
or

2nd-order (or continuous) where order parameters, the energy and its first derivative
change continuously. Higher order derivatives of the energy exhibit divergencies.
The special case of the Kosterlitz-Thouless transitions is, in fact, an infinite-order
transition.

The quantum critical point gc is distinguished by diverging correlations (or inverse gaps).
A divergent correlation length in space ξ is inextricably linked to a divergent correla-
tion in imaginary time ξzτ ∼ ξ. The exponent z is the dynamical critical exponent,
which relates space and imaginary time axes, such that the classical dimension d is re-
placed by d+ z. However, note that the concept of local quantum criticality, e.g., in
Kondo-systems, also allows for phase transition local in space, but which are non-local
in imaginary time.

At the quantum critical point correlations obey power laws whose exponents are
the critical exponents. The critical (scale-invariant) behavior allows to compare with
experiments and to merge phase transitions with the same critical exponents into so-
called universality classes. While at the quantum critical point a quantum model can be
generally mapped onto a classical counterpart, we want to note that not all properties
of a given quantum system can be obtained from its classical counterpart! Some theories
for quantum systems involve long-ranged effective interactions arising from soft modes,
real-time dynamics analysis (phase coherence time) or a strong space-time anisotropy,
which in general cannot be reproduced by simple mapping. For an instructive review on
the topic of QPT we refer the reader to [45].
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1. Introduction

For interactions with finite range, in general, correlation functions decay with ex-
ponentially decreasing amplitude, which reflects the finite correlation length equivalent
to short-range order. In the case of long range order, the diverging correlation length
indicates a broken symmetry. This can either be a discrete symmetry, e.g., from the
point group of the underlying lattice, or a continuous symmetry of the constituent (or
collective) degrees of freedom. According to Goldstone’s theorem [46, 47, 39], spinless
bosonic excitations with zero mass appear when a continuous symmetry is spontaneously
broken. These Goldstone bosons emerge whenever a continuous symmetry group leaves
the Hamiltonian but not the vacuum (ground-state) invariant. Goldstone modes may be
seen as additional degree of freedom compensating for the broken symmetry and guar-
anteeing a theory with equal number of degrees of freedom in the unbroken as well as
in the broken phase. Their zero mass reflects the formal definition of the spontaneous
symmetry breaking (SSB) where any broken state in the same symmetry group can be
obtained with vanishing energy effort. SSB is formally defined in the limit of an external
field h of an order parameter

lim
h→0+

lim
N→∞

morder "= 0 . (1.81)

We want to emphasize that SSB is not defined for finite systems. Thus to conclude from
a finite system to the existence of SSB in the thermodynamical limit by means of finite
size extrapolations can be a tricky task. The number of Goldstone bosons is given by
the number of broken generators of the system’s symmetry group. In solid state theory
these gapless excitations are associated with density waves. SSB and hence a diverging
correlation function, or a susceptibility χ at some wave vector q̄ results in vanishing
energy

lim
q→q̄

χ(q̄) → ∞ −→ lim
q→q̄

E(q) = 0 . (1.82)

For sufficiently short ranged interactions and finite temperatures the Mermin-Wagner
theorem forbids the spontaneous breaking of a continuous symmetry for dimensions d < 3
[48, 39]. For the T = 0 investigations discussed in this thesis with effective dimensionality
d = 2 + 1 true LRO and spontaneously broken continuous symmetries are allowed.

One distinguishes between true LRO and quasi LRO. Where true LRO implies the
bijective relation of SSB and long range correlations, quasi LRO does not include the
spontaneous breaking of a continuous symmetry. The formal definition of LRO is given
by

0 "= m2
order = lim

r→∞
lim

N→∞

〈

O(0)O(r)
〉

, (1.83)

where the Os represent arbitrary operators separated in space (or imaginary time) by r.
An overview to rigorous theorems, symmetry breaking and finite size effects in quan-

tum many-body systems (on the lattice) is given by Koma and Tasaki in [49].
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Continuous-time QMC:
Projective schemes
and phonons 2
We extend the weak-coupling diagrammatic determinantal algorithm to projective schemes
as well as to the inclusion of phonon degrees of freedom. The projective approach pro-
vides a very efficient algorithm to access zero temperature properties. To implement
phonons, we integrate them out in favor of a retarded density-density interaction and
simulate the resulting purely electronic action with the weak-coupling diagrammatic
determinantal algorithm. Both extensions are tested within the dynamical mean field
(DMFT) approximation for the Hubbard and Hubbard-Holstein models. This work has
been published in [50].

2.1. Introduction

Diagrammatic determinantal quantum Monte Carlo (DDQMC), be it the weak-coupling
expansion [51], or hybridization expansion [52] approach, is emerging as the method of
choice for impurity solvers [53]. In comparison to the Hirsch-Fye approach [54] they are
continuous time methods and thereby free of Trotter errors, more efficient, and more
flexible. In this article we concentrate on the weak-coupling algorithm which has been
thoroughly reviewed in [55]. After a short review of our implementation of the algorithm,
we show how to generalize it to projective schemes as well as to the inclusion of phonon
degrees of freedom.

Projective schemes have already been implemented in the framework of the Hirsch-
Fye algorithm and used in the context of DMFT [56, 57, 58]. Very similar ideas for
the formulation of a projective DDQMC algorithm may be used and are reviewed in
Sec. 2.3. With the projective DDQMC, we can reproduce results of [56] at a fraction of
the computational cost and access much lower projection parameters.

Phonon degrees of freedom have very recently been implemented in the hybridiza-
tion formulation of the DDQMC [59]. Since the hybridization approach is based on the
expansion in the hybridization, the inclusion of phonons relies on a Lang-Firsov trans-
formation. In the weak coupling approach it is more convenient to integrate out the
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2. Continuous-time QMC: Projective schemes and phonons

phonons in favor of a retarded interaction. The purely electronic model may then be
solved efficiently within the weak coupling DDQMC. In Sec. 2.4 we present some details
of the algorithm and provide test simulations for the Hubbard-Holstein model in the
DMFT approximation.

2.2. The diagrammatic determinantal method for Hubbard
interactions

Here we will briefly review the diagrammatic determinantal method for the Hubbard
model H = H0 +HU , with H0 = −

∑

i,j,σ ti,jc
†
i,σcj,σ (cf. Sec. 1.3). The local density

ni,σ = c†i,σci,σ and c†i,σ (ci,σ) creates (annihilates) a fermion in a Wannier state centered
around site i (j) and with z-component of spin σ. As will become apparent in the
subsequent sections, we write the Hubbard interaction as

HU =
U

2

∑

i

∑

s=±1

(ni,↑ − 1/2 − sδ) (ni,↓ − 1/2 + sδ) , (2.1)

to avoid the negative sign problem at least for impurity and one-dimensional models.
After carrying out the sum over the Ising spins, s, one recovers the original Hubbard
interaction up to a constant. As will be seen below an adequate choice of δ to avoid the
sign problem for a one-dimensional chain reads δ = 1

2 + 0+.

A weak coupling perturbation expansion yields for the partition function:

Z

Z0
=

∞
∑

n=0

(
−U

2

)n ∫ β

0
dτ1

∑

i1,s1

· · ·
∫ τn−1

0
dτn

×
∑

in,sn

∏

σ

〈[ni1,σ(τ1) − ασ(s1)] · · · [nin,σ(τn) − ασ(sn)]〉0 . (2.2)

Here, we have defined ασ(s) = 1/2 + σsδ and 〈...〉0 = Tr
[

e−βH0 ...
]

/Z0 with
Z0 = Tr

[

e−βH0
]

. Note that the Ising field s has obtained an additional time index. The
thermal expectation value is the sum over all diagrams, connected and disconnected,
of a given order n. Using Wick’s theorem this sum can be expressed as a determinant
where the entries are the Green’s functions of the non-interacting system.
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2.2. The diagrammatic determinantal method for Hubbard interactions

〈T [nσ,i1(τ1) − ασ(s1)] · · · [nσ,in(τn) − ασ(sn)]〉0 =

det











G0
i1,i1(τ1, τ1) − ασ(s1) G0

i1,i2(τ1, τ2) · · · G0
i1,in(τ1, τn)

G0
i2,i1(τ2, τ1) G0

i2,i2(τ2, τ2)− ασ(s2) · · · G0
i2,in(τ2, τn)

· · · ·
· · · ·
· · · ·

G0
in,i1(τn, τ1) G0

in,i2(τn, τ2) · · · G0
in,in(τn, τn)− ασ(sn)











,(2.3)

with Green’s functions
G0

i,j(τ1, τ2) = 〈Tc†i (τ1)cj(τ2)〉0 , (2.4)

which we have assumed to be spin independent. In the above, T corresponds to the
time ordering. Defining a configuration, Cn, by the n Hubbard vertices, as well as the
Ising spins introduced in Eq. (2.1) Cn = {[i1, τ1, s1] · · · [in, τn, sn]}, and the sum over the
configuration space by

∑

Cn

=
∞
∑

n=0

∫ β

0
dτ1

∑

i1,s1

· · ·
∫ τn−1

0
dτn

∑

in,sn

, (2.5)

the partition function can conveniently be written as

Z

Z0
=
∑

Cn

(

−
U

2

)n∏

σ

detMσ(Cn) . (2.6)

Here Mσ is the n×n matrix of Eq. (2.3). Observables, O(τ), can now be computed with

〈O(τ)〉 =
∑

Cn

(

−U
2

)n∏

σ detMσ(Cn)〈〈O(τ)〉〉Cn
∑

Cn

(

−U
2

)n∏

σ detMσ(Cn)
, (2.7)

where for O(τ) =
∏

σ Oσ(τ) we have

〈〈O(τ)〉〉Cn =

∏

σ〈T [ni1,σ(τ1)− ασ(s1)] · · · [nin,σ(τn)− ασ(sn)]Oσ(τ)〉0
∏

σ〈T [ni1,σ(τ1)− ασ(s1)] · · · [nin,σ(τn)− ασ(sn)]〉0
. (2.8)

For any given configuration of vertices Cn, Wick’s theorem holds. Hence, any observable
can be computed from the knowledge of the single particle Green’s function

〈〈Tc†i,σ(τ)cj,σ(τ1)〉〉Cn = G0
i,j(τ, τ1)−

n
∑

r,s=1

G0
i,ir(τ, τir)

(

M−1
σ

)

r,s
G0

is,j(τs, τ1) . (2.9)

Here, we have assumed that the non-interacting Green’s functions are spin independent.
As a consequence of the above equation, it becomes apparent that one can measure
directly the Matsubara Green’s functions. This aspect facilitates the implementation of
the algorithm within the framework of dynamical mean-field theories.
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2. Continuous-time QMC: Projective schemes and phonons

2.2.1. Sign problem

In auxiliary field determinantal methods [10] it is known that the presence of particle-
hole symmetry can be used to avoid the negative sign problem. An identical statement
holds for the diagrammatic determinantal method. We assume that H0 is invariant
under the particle-hole transformation

c†i,σ → (−1)ici,σ . (2.10)

As a consequence,

〈T
∏

r=1

n [nir ,σ(τr) − ασ(sr)]〉0 = (−1)n〈T
∏

r=1

n [nir ,σ(τr) − α−σ(sr)]〉0 , (2.11)

such that detM↑ = (−1)n detM↓. A glimpse at Eq. (2.6) will confirm the absence of
sign problem for this special case. The above result is independent on the choice of δ
introduced in Eq. (2.1). As we will see in Sec. 2.2.3 the algorithm is optimal at δ = 0.
In this special case, detM↑ = detM↓ = (−1)n detM↓ such that only even values of n
occur in the sampling. We note that this vanishing of the weight for odd values of n can
be avoided by choosing a small value of δ.

In one dimension and in the absence of frustrating interactions, there is no nega-
tive sign problem. To be more precise, configurations with negative weights do occur.
However, those configurations stem from the real space winding of the fermions and can
be eliminated if open boundary conditions are adopted, or a different representation of
your degrees of freedom are chosen. The diagrammatic approach also satisfies this prop-
erty, provided that we choose δ = 1/2 + 0+. The quantity

∏

σ detMσ(Cn) in Eq. (2.6)
is nothing but

Tr
[

e−βH0
∏

σ

[ni1,σ(τ1) − ασ(s1)] [nin,σ(τn)− ασ(sn)]
]/

Tr
[

e−βH0

]

, (2.12)

which we can compute within the real-space world-line approach [60, 61]. Here,
each world line configuration has a positive weight. Let us consider an arbi-
trary world-line configuration, and a site (i, τ) in the space-time lattice. Irrespec-
tive if this site is empty, singly or doubly occupied the expectation value of the
operator

∏

σ [ni,σ(τ) − ασ(s)] will take a negative value. Recall that we have set
δ = 1/2 + 0+. Hence, for each world line configuration the expectation value of the
operator

∏

σ [(ni,σ(τ) − ασ(s1)) · · · (nin,σ(τn) − ασ(sn))] has a sign equal to (−1)n. Sum-
mation over all world line configurations yields the expression in Eq. (2.12) which in turn
has a sign (−1)n. This cancels the sign of the factor (−U/2)n in Eq. (2.6), thus yielding
an overall positive weight.

In the rewriting of the Hubbard term (see Eq. (2.1)) we have introduced a new dynam-
ical Ising field so as to avoid the negative sign problem at least for the one-dimensional
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2.2. The diagrammatic determinantal method for Hubbard interactions

Hubbard model. Alternatively, one can choose a static Ising field and compensate for
it by a redefinition of H0. Such a static procedure is introduced in [51]. For the class
of models considered, we have not noticed substantial differences in performance be-
tween static and dynamical choices of Ising fields. We however favor the dynamical
version since it allows one to keep the SU(2) spin invariant form of the non-interacting
Hamiltonian H0.

2.2.2. Monte Carlo sampling

In principle two moves, the addition and removal of Hubbard vertices, are sufficient.
Note, those move are clearly not sufficient for the particle-hole symmetric case and
δ = 0. In this case and as argued in Sec. 2.2.1, the weights vanish for odd values of n,
and hence, the algorithm would not be ergodic. One can circumvent this problem by
(i) introducing moves which add or remove pairs of vertices or (ii) using a small value
of δ. For the simulations presented here we have opted for solution (ii) and chosen in
general δ = 0.1 at the expense of a small performance loss. In the Metropolis scheme,
the acceptance ratio for a given move reads

PC→C′ = min

(
T 0
C′→CW (C ′)

T 0
C→C′W (C)

, 1

)

. (2.13)

where T 0
C′→C corresponds to the probability of proposing a move from configuration

C ′ to configuration C and W (C) corresponds to the weight of the configuration. To
add a vertex T 0

Cn→Cn+1
= 1

2Nβ which corresponds to the fact that one has to pick at
random an imaginary time in the range [0,β], a site i in the range 1 . . . N (with N the
number of sites) as well as an Ising spin. The proposal probability to remove a vertex
T 0
Cn+1→Cn

= 1
n+1 corresponds to the fact that one will choose at random one of the n+1

vertices present in configuration Cn+1, hence

PCn→Cn+1 = min

(

−
UβN

(n+ 1)

∏

σ detMσ(Cn+1)
∏

σ detMσ(Cn)
, 1

)

,

PCn+1→Cn = min

(

−
(n+ 1)

UβN

∏

σ detMσ(Cn)
∏

σ detMσ(Cn+1)
, 1

)

.

(2.14)

Apart from the above addition and removal of vertices, we have implemented moves
which flip the Ising spins at constant order n as well as updates which move Hubbard
vertices both in space and time.

2.2.3. Tests

The efficiency of the approach relies on the autocorrelation time, which has to be ana-
lyzed on a case to case basis, as well as on the average expansion order parameter. For
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Fig. 2.1.: (Color online) Green’s function G(τ ) for the Anderson model of Eq. (2.17). (a) Particle-hole
symmetric point, µ = 0. To avoid the vanishing of the weight at odd values of n we have used δ = 0.1
for this simulation. (b) Away from particle-hole symmetry µ = −0.5. For this higher temperature we
provide a comparison with the Hirsch-Fye algorithm with Trotter step ∆τ t = 0.1. Note that in both
cases we have used a 32× 32 square lattice to generate the non-interacting Green’s function G0(τ ). 〈n〉
corresponds to the average order expansion parameter.

a general interaction term H1 the average expansion parameter is given by

〈n〉 =
1

Z

∑

n

(−1)nn

n!

∫ β

0
dτ1 · · ·

∫ β

0
dτn〈TH1(τ1) · · ·H1(τn)〉0

=
−1

Z

∑

m

(−1)m

m!

∫ β

0
dτ1 · · ·

∫ β

0
dτm

∫ β

0
dτ〈TH1(τ1) · · ·H1(τm)H1(τ)〉0

= −
∫ β

0
dτ〈H1(τ)〉 . (2.15)

For the Hubbard model and replacing H1 by the form of Eq. (2.1) we obtain

〈n〉 = −βU
∑

i

[

〈(ni,↑ − 1/2)(ni,↓ − 1/2)〉 − δ2
]

. (2.16)

Using the same techniques as in auxiliary field QMC methods [10] the CPU costs for
the calculation of the acceptance probability and the update for the addition or removal
of a vertex scales as n2. As apparent from Eq. (2.16) a sweep consisting of updating
all n vertices results in an effort of n3. Even though in this method M−1

σ is far better
conditioned than in the classic determinantal methods [54, 8, 10], it has to be recalcu-
lated from scratch after several updates which involves an effort of the order n3. For
the impurity problems presented here, M−1

σ remains very stable, such that recalculation
from scratch of M−1

σ is not an issue. In contrast when applying the method to a lattice
problem, we find that round-off errors accumulate and a more frequent recalculation of
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2.3. Generalization to projective approaches

M−1
σ is required. Hence, because of these two limiting factors the CPU time scales as

(β UN)3 which is precisely the same scaling as in the Hirsch-Fye approach. Apart from
the absence of Trotter errors the advantage of the method lies in a large pre-factor. In the
very special case of a single impurity, N = 1, and for a particle-hole symmetric Hamilto-
nian H0, the speedup is dramatic. Particle-hole symmetry allows one to set δ = 0 such
that 〈n〉 < β U/4. To obtain this upper bound we have set the double occupancy to zero.
Hence a simulation at U/t = 4 and β t = 400 has a maximal average order parameter
〈n〉 = 400. In a Hirsch-Fye approach, one could opt for a Trotter step ∆τ t = 1/8 and
hence 3200 Trotter slices which determines the size of the matrices involved in the sim-
ulations. Hence an underestimate of the speedup reads (3200/400)3 = 512. Away from
particle-hole symmetry, the speedup is less impressive since we have to set δ = 1/2 + 0+

to avoid the negative sign problem. We have confirmed the above statements for the
Anderson impurity model,

H =
∑

k,σ

(ε(k) − µ)c†k,σck,σ +
V√
N

∑

k,σ

(

c†k,σdσ + h.c.
)

+ U
(

d†↑d↑ − 1/2
) (

d†↓d↓ − 1/2
)

,

with Hubbard interaction U and hybridization V . Here c†k,σ (ck,σ) creates (annihilates) a
fermion in the conduction band at momentum k with spin σ and the dispersion relation
ε(k) = −2t(cos(kx) + cos(ky)). The operators d†σ (dσ) create (annihilate) an impurity
electron, respectively. Our results, including a comparison with the Hirsch-Fye algo-
rithm, are presented in Fig. 2.1.

Finally let us note that applying the method to a one-dimensional Hubbard model of
length N , yields a very poor performance in comparison to standard finite temperature
BSS auxiliary field algorithms [8] since those methods scale as β UN3 [10].

2.3. Generalization to projective approaches

Projective approaches rely on the filtering out of the ground state, |Ψ0〉 from a trial wave
function |ΨT 〉, which is required to be non-orthogonal to |Ψ0〉

〈Ψ0|O|Ψ0〉
〈Ψ0|Ψ0〉

= lim
Θ→∞

〈ΨT |e−
Θ
2 HOe−

Θ
2 H |ΨT 〉

〈ΨT |e−ΘH |ΨT 〉
.

(2.17)

For convenience and simplicity, we will assume that |ΨT 〉 is the ground state of H0, such
that for a given value of Θ the right hand side of the above equation can be written as

〈ΨT |e−
Θ
2 HOe−

Θ
2 H |ΨT 〉

〈ΨT |e−ΘH |ΨT 〉
= lim
β0→∞

Tr e−β0H0e−
Θ
2 HOe−

Θ
2 H

Tr e−β0H0e−ΘH
. (2.18)
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2. Continuous-time QMC: Projective schemes and phonons

With the definition Zp = Tr
[

e−β0H0e−ΘH
]

and Zp,0 = Tr
[

e−(β0+Θ)H0
]

a weak coupling
expansion yields

Zp

Zp,0
=

∞
∑

n=0

(
−U

2

)n ∫ Θ

0
dτ1

∑

i1,s1

· · ·
∫ τn−1

0
dτn

×
∑

in,sn

∏

σ

〈[ni1,σ(τ1) − ασ(s1)] · · · [nin,σ(τn) − ασ(sn)]〉p,0 , (2.19)

where 〈...〉p,0 = Tr
[

e−(β0+Θ)H0 ...
]

/Zp,0. The similarity to the finite temperature algo-
rithm is now apparent. We use Wick’s theorem to express the expectation value on the
right hand side of Eq. (2.19) in terms of the product of two determinants. Taking the
limit β0 → ∞ we obtain

〈ΨT |e−ΘH |ΨT 〉 ≡ lim
β0→∞

Zp

Zp,0
=
∑

Cn

(

−
U

2

)n∏

σ

detMσ,p(Cn) . (2.20)

Here, the sum runs over all configurations Cn and Eq. (2.5). Note that β in Eq. (2.5) has
to be replaced by Θ. The matrices Mσ,p have precisely the same form as the matrices
Mσ, but since we have taken the limit β0 → ∞, the thermal non-interacting Green’s
functions have to be replaced by the zero temperature ones:

G0
p,i,j(τ1, τ2) = 〈ΨT |Tc†i (τ1)cj(τ2)|ΨT 〉 . (2.21)

Hence, as in the Hirsch-Fye approach, the step from a finite temperature to zero-
temperature code is very easy and essentially amounts in replacing the finite temperature
non-interacting Green’s functions by the zero temperature ones. However, there is an
important difference concerning measurements: measurements of observables which do
not commute with the Hamiltonian have to be carried out in the middle of the imagi-
nary time interval [0,Θ] to avoid boundary effects [10]. We have tested this approach
by reproducing Fig. 1 of the article [56] where the projective Hirsch-Fye algorithm was
incorporated in the DMFT self-consistency cycle. Fig. 2.2 shows the results for the
half-filled Hubbard model at U/t = 4.8, density of states N(ω) = 8

πW 2

√

W 2/4 − ω2 and
band-width W = 4t. Excellent agreement with the former Hirsch-Fye based results [56]
both at finite temperatures and in the limit Θ → ∞ were obtained. However, the di-
agrammatic approach allows to access much larger projection parameters and/or lower
temperatures. We refer the reader to Ref. [56] for the implementation of the projective
formalism in the self-consistency cycle.

2.4. Application to the Hubbard-Holstein Model

Weak coupling DDQMC allows a very simple inclusion of phonon degrees of freedom.
The path we follow here is to integrate out the phonons in favor of a retarded interaction,
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Fig. 2.2.: (Color online) DMFT calculation of the double occupancy for the half-filled Hubbard model
as a function of i) temperature 1/β and ii) projection parameter 1/Θ. In the projective approach,
observables are computed in the imaginary time range [Θ/4, 3Θ/4]. This rather large measurement
interval explains the slight discrepancy with the data of Ref. [56] for the projective code and at finite
values of Θ. However, extrapolation to Θ→ ∞ where the measurement range becomes irrelevant yields
results consistent with Ref. [56].

and then solve the purely electronic model with the DDQMC approach. Starting from
the Hubbard-Holstein model with Einstein phonons we show how to integrate out the
phonons, describe some details of the algorithm and then present results within the
DMFT approximation.

2.4.1. Integrating out the phonons

The Hubbard-Holstein Hamiltonian we consider reads

H = −
∑

i,j,σ

ti,jc
†
i,σcj,σ + U

∑

i

(ni,↑ − 1/2) (ni,↓ − 1/2)

+g
∑

i

Qi (ni − 1) +
∑

i

P 2
i

2M
+

k

2
Q2

i . (2.22)

Here, ni =
∑

σ ni,σ and the last two terms correspond respectively to the electron-phonon
coupling, g, and the phonon-energy. The Hamiltonian is written such that for a particle-
hole symmetric band, half-filling corresponds to chemical potential µ = 0. Opting for
fermion coherent states

ci,σ|c〉 = ci,σ|c〉 , (2.23)

ci,σ being a Grassmann variable, and a real space representation for the phonon coordi-
nates

Qi|q〉 = qi|q〉 , (2.24)
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2. Continuous-time QMC: Projective schemes and phonons

the path integral formulation of the partition function reads

Z =

∫

[dq]
[

dc†dc
]

e−(SU+Sep) , (2.25)

with

SU =

∫ β

0
dτ

∑

i,j,σ

c†i,σ(τ)

(

δi,j
∂

∂τ
− ti,j

)

cj,σ(τ)

+U
∑

i

(ni,↑(τ) − 1/2)(ni,↓(τ) − 1/2) , (2.26)

Sep =

∫ β

0
dτ

∑

i

Mq̇i
2(τ)

2
+

k

2
q2i (τ) + g qi(τ)(ni(τ) − 1) . (2.27)

In Fourier space,

qj(τ) =
1√
βN

∑

k,Ωm

e−i(Ωmτ−kj)qk,m , (2.28)

where Ωm is a bosonic Matsubara frequency, the electron phonon part of the action reads

Sep =
∑

Ωm,k

M

2

(

Ω2
m + ω2

0

)

q†k,mqk,m + gqk,mρ
†
k,m , (2.29)

ρ†k,m =
1√
βN

∫

dτ
∑

j

e−i(Ωmτ−kj)(nj(τ) − 1) . (2.30)

Gaussian integration over the phonon degrees of freedom leads to a retarded density-
density interaction

∫

[dq] e−Sep = e
∫ β
0 dτ

∫ β
0 dτ ′

∑
i,j [ni(τ)−1]D0(i−j,τ−τ ′)[nj(τ ′)−1] . (2.31)

For Einstein phonons the phonon propagator is diagonal in real space,

D0(i − j, τ − τ ′) = δi,j
g2

2k
P (τ − τ ′) with

P (τ) =
ω0

2 (1 − e−βω0)

(

e−|τ |ω0 + e−(β−|τ |)ω0
)

. (2.32)

Hence the partition function of the Hubbard-Holstein model takes the form.

Z =

∫

dc†dce−(SU−
∫ β
0 dτ

∫ β
0 dτ ′

∑
i,j [ni(τ)−1]D0(i−j,τ−τ ′)[nj(τ ′)−1]) . (2.33)

In the anti-adiabatic limit, limω0→∞ P (τ) = δ(τ) such that the phonon interaction maps
onto an attractive Hubbard interaction of magnitude g2/k. We are now in a position to
apply the DDQMC algorithm by expanding in both the retarded and Hubbard interac-
tions.
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Fig. 2.3.: (a) Double occupancy, (b) local charge susceptibility and (c) local spin susceptibility for the
Hubbard-Holstein model in the DMFT approximation.

.

2.4.2. Formulation of DDQMC for the Hubbard-Holstein model

To avoid the minus-sign problem at least for the one-dimensional chains we rewrite the
phonon retarded interaction as:

HP (τ) = −
g2

4k

∫ β

0
dτ ′

∑

i,σ,σ′

∑

s=±1

P (τ − τ ′) [ni,σ(τ) − α+(s)]
[

ni,σ′(τ
′) − α+(s)

]

. (2.34)

For each phonon vertex, we have introduced an Ising variable: s. Summation over this
Ising field reproduces, up to a constant, the original interaction. Since the phonon term
is attractive the adequate choice of signs is α+(s) ≡ 1/2 + sδ, irrespective of the spin σ
and σ′. A similar argument as presented in Sec. 2.2.1 then guarantees the absence of a
sign problem for chains. Following Eq. (2.1) we rewrite the Hubbard term as

HU (τ) =
U

2

∑

i,s

∏

σ

(ni,σ(τ) − ασ(s)) . (2.35)

To proceed with a description of the implementation of the algorithm it is useful to
define a general vertex

V (τ) =
{

i, τ,σ, τ ′,σ′, s, b
}

, (2.36)

where b defines the type of vertex at hand, Hubbard (b = 0) or phonon (b = 1). For this
vertex we define a sum over the available phase phase

∑

V (τ)

=
∑

i,σ,σ′,s,b

∫ β

0
dτ ′ , (2.37)

a weight

w [V (τ)] = δb,0
U

2
− δb,1P (τ − τ ′)

g2

4k
, (2.38)
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2. Continuous-time QMC: Projective schemes and phonons

as well as

H [V (τ)] = δb,0δσ,↑δσ′,↓δ(τ − τ ′) [ni,↑(τ)− α+(s)] [ni,↓(τ) − α−(s)]
+δb,1 [ni,σ(τ) − α+(s)]

[

ni,σ′(τ
′)− α+(s)

]

. (2.39)

With the above definitions, the partition function can now be written as

Z

Z0
=

∞
∑

n=0

(−1)n
∫ β

0
dτ1

∑

V1(τ1)

w[V1(τ1)] · · ·
∫ τn−1

0
dτn

×
∑

Vn(τn)

w [Vn(τn)] 〈TH [V1(τ1)] · · ·H [Vn(τn)]〉0 . (2.40)

As for the Hubbard model, a configuration consists of a set vertices
Cn = {V1(τ1), . . . , Vn(τn)}. For a given configuration the thermal expectation value
maps onto the product of two determinants in the spin up and spin down sectors. The
Monte Carlo sampling follows precisely the scheme presented in Sec. 2.2.2, namely the
addition and removal of vertices.

2.4.3. Application to the Hubbard-Holstein model using DMFT

We have applied the above algorithm to the Hubbard-Holstein model within the DMFT
approximation. We use a semicircular density of states, N(ω) = 8

πW 2

√

W 2/4 − ω2 with
band-width W = 4t. Throughout this section, we set U/t = 1, ω0 = 0.2t, µ = 0, and use
the finite temperature implementation of the algorithm at βt = 40. The choice µ = 0
corresponds to half-filling. Fig. 2.3a plots the double occupancy, D = 〈ni,↑ni,↓〉 as a
function of the electron-phonon coupling. To compare at best with the results of Ref.
[62] we write the phonon coordinates in terms of bosonic operators, Q = 1√

2Mω0

(

a+ a†
)

,

and plot our results as a function of

g̃ = g/
√

2Mω0 . (2.41)

Comparison of the results of Fig. 2.3a with those of Ref. [62], show excellent agreement
and a critical electron-phonon coupling for the transition to the bipolaronic insulator at
g̃c 1 0.45t.

We have equally computed the local spin and charge susceptibilities:

χC
S
=

∫ β

0
dτ 〈[ni,↑(τ)± ni,↓(τ)] [ni,↑ ± ni,↓]〉 . (2.42)

As can be seen in Fig. 2.3b in the vicinity of the transition local charge fluctuations grow
substantially and local spin fluctuations (see Fig. 2.3c) are suppressed. The suppression
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Fig. 2.4.: (Color online) The normalized histogram of the local density ρ of the Hubbard-Holstein model
at half-filling with U/t = 1, ω0 = 0.2t and βt = 40, for several values of the electron-phonon coupling g.

of χS signals singlet pairing of polarons. The chemical potential µ = 0 sets the average
particle number ρ = 1 but the particle number itself oscillates strongly between an empty
or doubly occupied site. This can be seen by taking histograms as shown in Fig. 2.4. In
the vicinity of the transition a two peak structure corresponding to a doubly occupied or
empty site emerges. Close to the transition it becomes increasingly hard to guarantee a
symmetric histogram – corresponding to the particle-hole symmetry of the model – and
the simulation ultimately freezes in the doubly occupied or empty state.

2.5. Conclusions

We have presented two extensions of the diagrammatic determinantal method: projec-
tive schemes as well as the inclusion of phonons. In both cases we have tested successfully
the approach for the Hubbard as well as for the Hubbard-Holstein models in the DMFT
approximation. The inclusion of phonons is not limited to Einstein modes and in prin-
ciple any dispersion relation can be easily implemented. One of the strong points of
the weak-coupling DDQMC can be extended very easily to larger clusters and used as a
solver for cluster extensions of dynamical mean-field theories [63]. The crucial issue here
is the severity of the sign problem as the cluster size increases. This is an issue which
would need to be answered on a case to case basis.

Since the publication of the study presented in this chapter, continuous-time QMC
(CTQMC) methods have become the standard for impurity solvers. CTQMC in the
weak-coupling approach and in the hybridization expansion [52] have been joined by
CT-AUX, a CTQMC method for quantum impurity models, which combines the weak-
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2. Continuous-time QMC: Projective schemes and phonons

coupling expansion with an auxiliary-field decomposition [64]. CT-AUX has been shown
to be equivalent to the weak-coupling CTQMC for Hubbard-type interactions and the
relation between these CTQMC methods and the Hirsch-Fye QMC method has been
established, identifying the latter as an approximation within CTQMC [65].

Also in cluster simulations CTQMC has been proven to be a powerful tool. Assaad
used the advances of the weak-coupling DDQMC described in this chapter to investigate
the spin, charge, and single-particle spectral functions of the one-dimensional quarter
filled Holstein model [66]. Additionally, the extension of the weak-coupling CTQMC to
the perturbation theory in imaginary and real time allows to study the time dependent
evolution of a thermal initial state [67, 68], e.g., in the context of quantum quenches
[69].

42



Valence bond solid
on honeycomb layers 3
In this chapter we investigate the scenario of the breakdown of a valence bond solid
(VBS) in an S = 1/2 quantum antiferromagnet with non-frustrating four-spin interaction
on the single and bilayer hexagonal lattice. We introduce basic facts about the valence
bond basis and the valence bond projector quantum Monte Carlo and highlight some of
their unique features. Employing this T = 0 quantum Monte Carlo method we find a
first-order VBS-Néel phase transition in the single layer system. In the bilayer the Néel
regime separates the VBS and a disordered (zero tilted) phase by a continuous quantum
phase transition. A quantum critical point marking a direct VBS-VBS or VBS-disorder
transition is absent. This behavior is attributed to the Z3 ground state degeneracy
imposed by the lattice and allows rigid valence bond configurations to survive while spin
fluctuations are enhanced.

3.1. The valence bond basis

The valence bond (VB) basis consists of states in which the spins are paired up into
singlets

|V 〉 = |[i1, j1][i2, j2] · · · [iN/2, jN/2]〉 . (3.1)

Here [i, j] denotes a singlet formed by the spins at sites i and j

[i, j] =
1√
2
(|↑i↓j〉 − |↓i↑j〉) , (3.2)

and the total number of sites N is assumed to be even. While in principle one can
include all possible pairings of the spins, it is convenient to only consider a smaller basis
in which the sites are first divided into two groups, A and B, of N/2 spins each, and
to take the subset of singlets [i, j] which connect elements of A with B [70, 71, 72] (see
Fig. 3.1). This is naturally fulfilled in bipartite lattices, yet the VB basis can also be
applied to non-bipartite lattices. This restricted VB basis has (N/2)! states, which is
still massively overcomplete: the singlet space has N !/[(N/2)!2(N/2 + 1)] dimensions
[70].
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3. Valence bond solid on honeycomb layers

Fig. 3.1.: Dimensionality of the singlet space and the massively overcomplete VB basis restricted to AB
tilings. The right hand side shows all possible arrangements for N = 3 singlets. AB tilings are colored
light-blue, non-AB-tilings in pink.

The VB basis states are all non-orthogonal – in two dimensions two VB states |P 〉,
|Q〉 overlap such that they form loops. The overlap is given by 〈P |V 〉 = 2N!−N/2, where
N" is the number of loops formed. The number of loops and their length can be associated
with observables like the magnetizations, correlations and entanglement measures.

+

The VB basis was introduced already in the early 1930s [70, 73, 74] and has played
an important role in exactly solvable models [70, 75, 76, 77]. Later, it became a tool for
describing spin liquids (cf. Sec. 4.1) – the resonating valence bond (RVB) mechanism
introduced by Fazekas and Anderson [78, 79], in which the ground state is dominated
by short valence bonds. In exact diagonalization studies the VB basis is useful in cases
where the restriction to short bonds (as can be found in, e.g., spin liquids) is justified.
Variational calculations in the VB basis have been carried out for the 2D Heisenberg
model [72]. Furthermore, Liang realized that a variational VB state could be consid-
erably improved by stochastically projecting it with an operator (−H)m for large m
[80, 81]. Later, Santoro et al. devised a Green’s function method for calculating energies
in the VB basis [82]. Some formal results for the VB basis, have been discussed recently
in the references [83, 84].
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3.2. Valence bond projector QMC

3.2. Valence bond projector QMC

Quantum Monte Carlo (QMC) simulations of spin systems have traditionally been car-
ried out in the basis of eigenstates of the spin-z operators Sz. In the case of S = 1/2
considered here, this basis is build by up and down-spins. For the prototypical model of
interacting quantum spins, the antiferromagnetic (J > 0) Heisenberg Hamiltonian given
in Eq. (3.3), this basis is clearly natural and convenient. Off-diagonal operators acting
on a basis state just flip two spins or destroy the state. There exists a variety of efficient
finite temperature simulation methods realized as discretized [85, 86, 30], continuous
imaginary-time [87, 88] path integrals and stochastic series expansion [89, 90]. Although
these methods can be generalized and adapted to work in other bases, e.g., that of sin-
glet states of spin pairs, the implementation of this basis in QMC simulations is rather
cumbersome. Except to overcome fundamental problems like the infamous sign problem
the necessary effort for development and computation is not economical. Ground state
investigations are usually done via finite-temperature simulations extrapolated to the
low temperature limit, or zero-temperature simulations usually based on the repeated
application of the Hamiltonian to a trial state to obtain the ground state wave function.
Both approaches are typically realized in the spin-z basis.

Recently, Sandvik introduced a new T = 0 QMC projector method formulated in the
VB basis [91, 92, 93]. In this approximation free scheme, the ground state is obtained
by applying a high power of the Hamiltonian to an arbitrary VB trial state [80, 81].
Consider the projection operator Hi,j derived from the Heisenberg Hamiltonian

− H/J =
∑

〈ij〉

(

SiSj −
1

4

)

=
∑

〈ij〉

Hij =
∑

b

Hb , (3.3)

where b labels all nearest neighbor bonds on a given lattice. The singlet projection
operator Hij reconfigures valence bonds [i, j] such that

Hij[i, j] = [i, j] and Hij[i, l][k, j] =
1

2
[i, j][k, l] . (3.4)

The illustrations below shows what happens when a singlet projector Hij acts on a VB
basis state:
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3. Valence bond solid on honeycomb layers

(a) i, j belong to the same bond the state is unchanged with a matrix element 1; (b) i, j
belong to different bonds, then the bonds are reconfigured with a matrix element 1/2;
(c) i, j belong to different bonds, but the same sublattice, then the state branches into
two terms where bonds remain unchanged with a matrix elements 1/2 and −1/2. The
positive-definitness of Eq. (3.4) depends on the sites i, j being in different sublattices. In
the following we only consider cases (a) and (b), as case (c) will lead to the infamous sign-
problem. Consecutive application of Hb allows to implement more complex interactions
of the form

HQ = −Q
∑

〈ijkl...〉

(

Si · Sj −
1

4

)(

Sk · Sl −
1

4

)

. . . . (3.5)

In Eq. (3.5) the indices 〈ijkl . . .〉 refer to, e.g., the four corners of an elementary plaquette
in a square lattice, such that ij and kl form two parallel adjacent links. For Q > 0 and
bipartite links (〈ij〉, 〈kl〉, . . . ) these interactions are non-frustrated and SU(2) invariant.
For parallel adjacent links of a plaquette these interactions correspond to (incomplete)
ring exchange terms which permute spins around a plaquette. They destabilize Néel-
order and favor singlet ground states with short-range magnetic correlations. These
interactions can, of course, also be realized in other methods like, e.g., stochastic series
expansion [94], but require a tremendous development effort and are not the methods of
choice to investigate the ground state of models with multiple spin(dimer)-interactions.

The non-orthogonality of the VB basis enables a simple importance sampling and
no specific variational state or extrapolations are needed. The ground state is achieved
in the infinite-evolution limit of a singlet trial state. Consider a trial wave function
(TWF)

∣
∣ψ
〉

and its expansion in terms of eigenstates
∣
∣ψ
〉

=
∑

n cn
∣
∣n
〉

. Choosing the
constant C such that the lowest eigenvalue E0 − C is the largest in magnitude, the
m-fold application of (C − H) onto the TWF will project out the ground state

(C − H)m
∣
∣ψ
〉

→ c0(C − E0)
m

[
∣
∣0
〉

+
c1
c0

(
(C − E1)

(C − E0)

)m
∣
∣1
〉

+ . . .

]

, (3.6)

provided a finite overlap
〈

ψ
∣
∣0
〉

"= 0 exists, which is the case for arbitrary
∣
∣ψ
〉

due to the
non-orthogonality of the basis. Note that due to the over-completeness of the basis this
expansion is not unique, but it nevertheless yields the correct ground state. In order to
obtain ground state properties on finite lattices, a finite expansion length is sufficient.
We define a sequence of projection operators

(C − H)m =

(
Nb∑

b=1

Hb

)m

=
∑

r

Pr , Pr = Hbr
N/2

. . . Hbr2
Hbr1

. (3.7)

When a projector string Pr acts on a VB state
∣
∣V
〉

, the result is again a VB state
∣
∣V (r)

〉

,
however reconfigured and carrying the weight wr determined by the number of off-
diagonal operations in the evolution from

∣
∣V
〉

to
∣
∣V (r)

〉

:

Pr

∣
∣V
〉

= wr

∣
∣V (r)

〉

, with wr = 2−no . (3.8)
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Ground state properties for any operator expectation value
〈

A
〉

can be estimated by
calculating the matrix elements between two propagated states

〈

A
〉

=

∑

r,l

〈

V
∣
∣P ∗

l APr

∣
∣V
〉

∑

r,l

〈

V
∣
∣P ∗

l Pr

∣
∣V
〉 =

∑

r,lwlwr
〈

V (l)
∣
∣A
∣
∣V (r)

〉

∑

r,l wlwr
〈

V (l)
∣
∣V (r)

〉 =

〈〈

V (l)
∣
∣A
∣
∣V (r)

〉

〈

V (l)
∣
∣V (r)

〉

〉

. (3.9)

For spin and dimer correlations the matrix elements are related to the loop structure of
the overlap graph. For the example of the spin correlation function

〈

Si · Sj
〉

the matrix
elements are

〈

V (l)
∣
∣Si · Sj

∣
∣V (r)

〉

〈

V (l)
∣
∣V (r)

〉 =







+3/4, if i, j ∈ same loop, same sublattice,
−3/4, if i, j ∈ same loop, different sublattices,

0, if i, j ∈ different loops.
(3.10)

Monte Carlo updates consist of altering existing, or proposing new operator sequences
Pr and Pl. The random change of a given number of operators in the operator string al-
lows for an simple update scheme, requires the full propagation of the trial wave-function,
though. The number of update attempts can be optimized [92]. The Metropolis accep-
tance probability is simply expressed in the numbers of changed off-diagonal operations
and the ratio of overlaps v = 2N!−Nb ,

Pacc = min

[
wnew
r

wold
l

vnew

vold
, 1

]

= min[2(n
old
o −nnew

o )+(Nnew
! −Nold

! ), 1] . (3.11)

Sandvik and Evertz have recently proposed a variation of the VB projector QMC in
which they extend the well known loop-updates of the spin-z basis to the VB projector
algorithm [95, 30]. The significant disadvantage in their approach is that VB configu-
rations must still be mapped onto the spin-z basis. Beach recently formulated a more
natural version of cluster-updates, based on a series expansion of the evolution operator
where no mapping is necessary [93].

Obviously, estimators converge faster, the larger the overlap of the TWF with the
ground state is, hence a smaller projection length m is necessary. A key observation in
Liang’s original motivation for introducing a projector technique in the VB basis was to
improve on a variational calculation by improving the bond-length distribution h of the
valence bonds [80, 81]. Liang and others had studied a variational amplitude-product
state for the 2D Heisenberg model of the form [72]

|Ψ〉 =
∑

k

fk|Vk〉 , fk =

N/2
∏

b=1

h(xbk, ybk) , (3.12)

where xbk and ybk are the x- and y-lengths of bond b in VB state k. There are three
basic approaches to improve the TWF in this respect:
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3. Valence bond solid on honeycomb layers

(i) Make an educated guess, e.g., construct a TWF with the appropriate length
distribution h(l) of the valence bonds. This of course requires you to know some things
about the ground state beforehand. For a d-dimensional cubic Heisenberg model the
lengths l can be estimated within a mean field approach to be h ∼ l−d+1 [84].

(ii) Update the TWF during the Monte Carlo process [83]. With the state (Eq. (3.12))
an expectation value is given by

〈A〉 =

∑

kp fkfp〈Vp|Vk〉
〈Vp|A|Vk〉
〈Vp|Vk〉

∑

rl fkfp〈Vp|Vk〉
, (3.13)

which can be evaluated using importance sampling of the VB configurations with weight
fkfp〈Vp|Vk〉. Liang and coworkers introduced a very simple updating scheme for the VB
configurations [72]: Choose two next-nearest-neighbor sites we label sites 1 and 2, e.g.,
ones on a diagonal of a 4-site plaquette (in principle any two arbitrary sites work as well)
and reconfigure the bonds such as if the projection operator would have been applied to
a bond connecting these two sites. The two bonds connected to them are reconfigured
in the only possible way which maintains only bonds between the A and B sublattices
(cf. Eq. (3.4) and the accompanying figure thereafter). Labeling the bonds connected
to the sites 1 and 2 by b = 1, 2, the Metropolis acceptance probability is, assuming that
the bond update was made in |Vk〉, resulting in |Vk′〉,

Paccept = min

[
h(x1k′ , y1k′)h(x2k′ , y2k′)

h(x1k, y1k)h(x2k, y2k)

〈Vp|Vk′〉
〈Vp|Vk〉

, 1

]

. (3.14)

This allows to update and optimize the TWF during the QMC process. After each
update of the TWF the weights and overlaps have to be computed from scratch.

(iii) Implement a self-consistent adaptation of the TWF during the warmup phase
[83]. Consider the probability distribution P (x, y) of valence bonds. In an amplitude-
product state (3.12) it is clear that probabilities and amplitudes are related in some
monotonic way P (x, y) ∼ h(x, y), hence increasing h(x, y) for some given (x, y) will lead
to a larger P (x, y). In order to optimize the probability distribution P0(x, y) of the
TWF we propagate the state, measure the propagated probability distribution Pm(x, y)
and adjust P0(x, y) accordingly, such that P0(x, y) → Pm(x, y). If this is done for m
sufficiently large, then the trial state has a bond distribution identical to that of the
exact ground state. An illustration of the improvement using methods (ii) and (iii) is
shown for the 32 × 32-site AF Heisenberg model in Fig. 3.2.

A unique advantage of the VBPQMC is that an non-magnetic triplet state can be
projected and measured simultaneously with the singlet, at essentially no additional
overhead. Consider a triplet bond (|↑↓〉 + |↓↑〉)/

√
2 represented by [[a, b]]. Formally, a

triplet state can be created by acting on a singlet with Sz
i − Sz

j :

(Sz
i − Sz

j )[i, j] = [[i, j]] . (3.15)
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Fig. 3.2.: Comparison of the convergence of the energy density performing the projection scheme on
an unchanging TWF (red circles); adapting the TWF via MC-updates (green boxes); optimizing the
bond-length distribution in the TWF during the equilibration in a feedback algorithm (blue crosses).
The inset shows a blown-up range of the energy axis, where arrows indicate the individual convergence
within errorbars. Dashed lines show the deviation from the converged value in powers of 10.

Fig. 3.3.: Propagation of a state (from right to left), with a surviving triplet marked in blue, and
a triplet destroyed during propagation in light-red. Thick red lines denote the positions where the
projection operators are applied. Adapted from Ref. [93].
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3. Valence bond solid on honeycomb layers

The eigenvalue of Hab operating on [[a, b]] is 0, hence the projection operator acting on
the sites spanned by a triplet will destroy the triplet. If Hbc is applied to [a, b][[c, d]],
bonds are reconfigured exactly as in the case when they were singlets and the new
state is [[a, d]][c, b]/2. This enables an improved estimator for the singlet-triplet gap
following a simple scheme [96]: Carrying out the simulation with only singlets, one of
the bonds can be flagged as a triplet at the measurement stage. The state is then
propagated the usual way (cf. Fig. 3.2). During the propagation, a diagonal operation
on the triplet will destroy it. The estimator for the first excited energy level E1 can
now be averaged over all N/2 initial choices for a triplet, with contributions coming only
from surviving configurations. Obviously, the survival ratio depends on the propagation
lengthm. An infinite long propagationm → ∞ will eventually rid the state of all triplets,
but typically there are enough survivors left at large enough m to compute converged
triplet properties. The triplet energy E1 can be estimated using (Eq. (3.9)), taking into
account that the number of diagonal operators nd → nd−nt, where, for surviving triplet
configurations, nt is the number of triplet bonds of length 1. This can vastly improve
the estimate of the gap compared to taking the difference E1 − E0, where the energies
are obtained from two independent simulations. The improvement can be up to orders
of magnitude and is largely due to partial cancellation of correlated statistical errors in
E0 and E1. This idea can be extended to determine the spin gap at arbitrary momenta,
but proves practical only in the vicinity of the nodal points of the spin dispersion [92].
Other triplet properties have been discussed in Ref. [83].

Since its introduction [96], the VB projector QMC has been improved by more ef-
ficient updates [95, 30] and extended by constraints on the bond-lengths to investigate
the crossover from the valence bond models to quantum dimer models [97]; it has been
extended to the magnetized sector and odd numbers of sites [98], as well as to treat
SU(N) models [99]. Furthermore, besides improved estimators like for the spin gap,
the simulation in the VB basis allows to access entropy measures like the Valence Bond
Entanglement Entropy [100], von Neumann Entanglement Entropy [101] and Renyi En-
tanglement Entropy [102], and permits the measurement of the fidelity of states (the
differential overlap between different ground states) [103, 104].

3.3. The JQ-model on honeycomb layers

There is an ongoing interest in continuous quantum phase transitions between phases
which feature different spontaneously broken symmetries. The prominent example is the
transition from a Néel state to a valence bond solid (VBS) state in an S = 1/2 antiferro-
magnet on the square lattice [105, 106, 107, 108]. While the Néel state breaks the SU(2)
spin-invariance of the Hamiltonian, the VBS state breaks translational symmetry of the
lattice and SU(2) symmetry remains conserved. This phase transition is continuous and
stands in contradiction to Landau-Ginzburg-Wilson (LGW) theory which predicts phase
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3.3. The JQ-model on honeycomb layers

coexistence, an intermediate phase, or a first-order transition, instead. The nature of
the critical theory remained unclear until recently [107, 108]. At the deconfined quan-
tum critical point the elementary excitations are gapless, spatially deconfined spinons
which carry fractionalized spin, accompanied by an emergent U(1) gauge field. The ba-
sic conception is that topological defects in the Néel order condensate into the manifold
degenerate paramagnetic ground state breaking translational symmetry. Excitations on
either side of the critical point are confined, gapped magnons with S = 1, which are
weakly coupled via the mediating U(1) gauge field.

A different class of transitions which provide instances of deconfined criticality in
quantum magnets is given by continuous order-order transitions between two VBS
phases. Several effective field theories and quantum dimer models have been suggested
to show such a transition [109, 110, 111]. Quantum dimer models introduced by Rokhsar
and Kivelson [112] are based on the RVB theory introduced by Fazekas and Anderson
[79, 113]. They have been successful in reproducing basic features of quantum (para)-
magnets where short-range spin-correlations dominate. Here again effective field theories
(although with different operator identities) are a powerful tool to describe the systems
at the critical point [114]. Quantum dimer models can also be mapped onto effective
classical models and tackled numerically [109]. However, these approaches can only give
suggestions for a concrete S = 1/2 Hamiltonian which is supposed to correspond to their
model. Several recent numerical studies [91, 94, 115, 116] have been able to provide first
evidence for such an exotic phase transition in an actual S = 1/2 Hamiltonian without
approximation and without the restriction to short range valence bonds only. The nature
of the quantum phase transition (QPT) is still controversial, though [117, 118, 119].

A more profound understanding of generic features of quantum fluctuation driven
phase transitions in spin-models is also of relevance in strongly correlated systems [120].
This includes cuprates like La2CuO4 whose effective magnetic behavior can be described
by Heisenberg models with cyclic ring exchange [121, 122]. It is known that ring exchange
in SU(2) invariant models can destroy magnetic order and drive the system into a VBS
phase [123]. While quantum antiferromagnets on the square lattice have been intensively
studied, spin models on the hexagonal (honeycomb) lattice deserve attention due to
their special lattice properties. Although the lattice is bipartite, like the square lattice,
quantum fluctuations can be expected to be larger due to the reduced number of nearest
neighbors (see Sec. 1.1).

It is clearly of interest to find tangible S = 1/2 models where a direct (second order)
phase transition between two paramagnetic (or paramagnetic-Néel) phases can be stud-
ied by the exact means of quantum Monte Carlo (QMC) on large lattices. Stimulated by
[110] we investigate the JQ-model on the bilayer honeycomb lattice as a candidate for a
continuous transition between two VBS-states which posses different symmetries. Both
phases are paramagnetic ground states with gapped S = 1 excitations. If the scenario of
a direct QPT holds, two different VBS order parameters acquire finite values on either
side of the transition while antiferromagnetic (AF) order is suppressed. Right at the
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3. Valence bond solid on honeycomb layers

critical point neither VBS nor AF order should exist. A good candidate for a model
where a paramagnetic ground state can be realized and which can be studied by QMC
is the JQ-Hamiltonian recently introduced by Sandvik [91]

H = J
∑

〈ij〉

Si · Sj − Q
∑

〈ijkl〉

(

Si · Sj −
1

4

)(

Sk · Sl −
1

4

)

, (3.16)

where 〈ij〉 denotes in-plane nearest neighbor sites in the single layer and inter-plane
nearest neighbors in the bilayer system. 〈ijkl〉 refers to four of the six corners of an
elementary plaquette in a layer, such that ij and kl form two parallel adjacent links. For
Q > 0 this model is non-frustrated on any bipartite lattice. The SU(2) invariant four-
spin interaction corresponds to an (incomplete) ring exchange term which permutes
spins around a plaquette. It favors a singlet ground state with short-range magnetic
correlations.

We employ the ground state projector QMC in the VB basis which is ideally suited
for multi-spin interactions formed out of singlet projection operators (Si · Sj − 1/4). In
this scheme, the ground state is obtained by repeated application of the Hamiltonian to
a self-optimized singlet trial state. The method incorporates valence bonds of arbitrary
range. This allows to capture the complete physics of valence bond fluctuations. In
this paper lattices of size N = 2L2 (N = 4L2) up to L = 32 (L = 24) are considered for
the single layer (bilayer). Symmetric lattices were constructed such that dimerization
patterns are prevented to order alongside a preferred lattice dimension.

Our central result is that spin fluctuations destroy staggered dimerization in favor of
AF order on both, the single and the bilayer system. Signs of phase separation precede
the strong first order phase transition to a Néel phase, which is an artifact of the Monte
Carlo sampling procedure. Note the extremely small energy scale of the plot. In the
bilayer this magnetic phase separates the staggered dimer order from the magnetically
disordered (paramagnetic) phase with dimers on the rungs. The latter transition is
presumably a continuous transition similar to the magnetic disorder-order transition in
the Heisenberg bilayer system.

In a Néel state a spin gains energy from all its anti-aligned neighbors. Opposed
to that a maximum entangled pair, spin-singlet or dimer can only be formed with a
single other spin. Hence Néel order is the dominant ground state in most two, or higher
dimensional antiferromagnets. Bipartite lattices favor AF order, especially. The spin-
spin correlation function and the squared magnetization

Cs(r) = 〈S(0) · S(r)〉 , (3.17)

M2 =
1

N

∑

r

Cs(r)(−1)ra1+ra2 , (3.18)

are used to measure SU(2) symmetry breaking. In a lattice with a low coordination num-
ber as the honeycomb lattice (Z = 3), AF order can be assumed to be less pronounced
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3.3. The JQ-model on honeycomb layers

Fig. 3.4.: Top left: The honeycomb lattice where the unit cell consists of two sites with open and
filled circles. The basis vectors a1 and a2 define the three symmetry directions of the lattice: a1, a2

and a1 − a2. Strong (blue) bonds represent singlets (|↑↓〉 − |↓↑〉)/
√
2 and show one of the threefold

degenerate staggered VBS pattern. Top right: Phase diagram for the (L = 24) honeycomb lattice which
shows a first order transition at g ≈ 0.11 from a VBS to a Néel state. Lines are guides to the eye only.
Bottom: Finite size extrapolation of the squared magnetization, spin-spin correlations (left panel) and
the dimer order parameter (right panel) in the extreme limits g = 0 (filled symbols) and g → ∞ (open
symbols). The two order parameters measuring different broken symmetries acquire finite values on
complimentary sides of the transition only.
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3. Valence bond solid on honeycomb layers

Fig. 3.5.: Cartoon picture of VBS states on the bilayer honeycomb lattice in the (a) small g = J/Q
limit: one of the threefold degenerate maximal tilted (staggered ordered) states. (b) large g limit: zero
tilt (magnetically disordered) state where no lattice symmetry is broken. Colored (gray) lines represent
singlet bonds.

and the disadvantage of each spin forming a VB with another is less severe. Already
Read and Sachdev obtained a possible ground state of alternating plaquettes with three
dimers and empty plaquettes (the star-shape or Kekule pattern) by means of a large-
N expansion [106]. This kind of VB crystal breaks rotational and translational lattice
symmetry. Analogous to the order parameter Read and Sachdev used to characterize
VBS order on the square lattice we define the dimerization order parameter

D =
1

Nc

∑

r

e−
4iπ
3 r·a1

(

S1(r) · S2(r)

+e−
4iπ
3 S1(r) · S2(r+ a1 − a2) + e−

2iπ
3 S1(r) · S2(r − a2)

)

, (3.19)

to identify the breaking of the D6h lattice symmetry. Here a1, a2, and a3 = a1 − a2 are
the vectors along the symmetry axes of the lattice and r runs over all unit cells Nc = L2.
The preceding phase factor set to −4iπ/3 allows to test for staggered dimerization.

3.3.1. Single layer

For small g = J/Q (setting Q = 1.0), staggered order in the hexagonal lattice is
strong. At g = 0 the squared order parameter for the infinite system extrapolates
to D2 = 0.7839(2) (see Fig. 3.4 (bottom-right)). The system essentially locks in a
threefold degenerate ground state spontaneously breaking the Z3 lattice symmetry
as depicted in Fig. 3.4 (top-left). This fully staggered dimerized pattern with en-
ergy Ecol = −(3/4)2 = −0.5625 is one of threefold degenerate classical realizations close
to the true ground state. The extrapolation of the ground state energy per site of
E = −0.5923(1) indicates that quantum fluctuations of the Q-term are relevant though.
Excitations are gapped consisting of breaking a singlet into a triplet.

In the extreme limit g → ∞ the Hamiltonian on the single layer equals the AF quan-
tum Heisenberg model. Extrapolating to infinite lattice size we find a long range Néel
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3.3. The JQ-model on honeycomb layers

order where ground state is indefinitely degenerate. We give an improved estimate for
the magnetization of mhc = 0.2720(9). Compared to the square lattice (msq = 0.3070(3),
[124]) the magnetization is reduced due to enhanced quantum fluctuations. Previous in-
vestigations by series expansions around the Ising limit [125], world line QMC [126],
stochastic series expansion QMC [127] and exact diagonalization [128] are consistent
with this estimate.

The competition between the dimerizing Q-term and the AF ordering J-term leads to
a first order transition at g = J/Q ≈ 0.11. Fig. 3.4(top-right) shows the phase diagram
for increasing AF coupling coupling for a L = 24 system. Already at moderate lattice
size the order parameters show characteristic behavior for a first order phase transition.
At the transition point the staggered order has a steep drop-off, while the magnetization
jumps to finite values. The finite size extrapolations of the order parameter in the
extreme limits of the two phases are shown in Fig. 3.4(bottom). Also the evolution of
the energy and histograms of the staggered order parameter support the first order type
as we will show exemplary for the bilayer case.

3.3.2. Bilayer

Motivated by Vishwanath et al. [110] we now turn to the nature of the transition
between two different VBS states as depicted in Fig. 3.5. In the bilayer setup the four
spin interaction acts in the planes only and the layers are coupled antiferromagnetically.
For g → 0 the two layers are decoupled and staggered order is strong as we have already
seen in the single layer. In the limit g → ∞, spins in the two layers form singlets on the
rungs as shown in Fig. 3.5b. The Hamiltonian reduces to an effective two-site problem,
which we denote as the disordered, or zero tilt phase according to [109]. The system then
is in a paramagnetic (magnetically disordered) phase. Although no lattice symmetry is
broken this resembles a second kind of VBS [110].

Figure 3.6 (top-left) shows the phase diagram for increasing interlayer coupling ratio
g = J/Q for an L = 16 system. For non-frustrating ring exchange and AF coupling
J the infamous sign problem restricts reasonable QMC simulations to g ≥ 0. The two
order parameters characterizing the phases are plotted in Fig. 3.6 (top left). For small
g staggered order in the almost decoupled layers remains strong. The dimer order only
slightly decreases with increasing g before collapsing abruptly, giving way to AF order at
g ≈ 0.036(2). The finite size extrapolation of the squared magnetization and spin-spin
correlations and the squared dimer order parameter close to the transition at g = 0.025
and g = 0.0492 are shown in Fig. 3.6 (bottom). In the phase g < gc the VBS order
parameter is finite and the magnetization scales to zero (blue curves). For g > gc the
complementary scaling behavior is seen (red curves).

As in the single layer the sudden change of the order parameters suggests a strong
first order phase transition. To support this claim Fig. 3.6 (top-right) shows the behavior
of the energy close to the phase transition for different system sizes. The kink in the
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3. Valence bond solid on honeycomb layers

Fig. 3.6.: Top left: Phase diagram for the (L = 20) bilayer system which shows a first order transition at
g ≈ 0.036 from a VBS to a Néel state and the continuous Néel order to disorder transition at gc ≈ 0.5.
Top right: The closeup of the energy per site at the first order transition shows signs of phase separation,
which is an artifact of the sampling procedure – note the small energy scale. Lines are guides to the eye
only. The arrow in the inset indicates the position of the kink in the developing energy. Bottom: Finite
size extrapolation of the squared magnetization and spin-spin correlations (left panel) and the dimer
order parameter (right panel) close to the transition at g = 0.025 (filled symbols) and g = 0.0492 (open
symbols).
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3.3. The JQ-model on honeycomb layers

Fig. 3.7.: (Color online) Histograms of the staggered order parameter of the L = 12 system. (a) In
the VBS phase three distinct maxima indicate staggered order along the three symmetry axes of the
lattice. (b) At the proximity of the level crossing where tunneling between the extremal configurations
via the zero order interface is visible due to the finite lattice size. (c) The magnetic phase with vanishing
staggered order.

energy remains strong for all investigated system sizes and indicates phase separation.
Thus a mixture of regions of magnetic order and dimer order is energetically favorable
before the ground state collapses into to a system spanning wave function of Néel order.
The tunneling time between energetically equivalent configurations grows exponentially
with the system size and the Monte Carlo sampling is increasingly dominated by rare
tunneling events between configurations with dimer-ordered, short range valence bonds
and those with resonating, long range bonds. To overcome large autocorrelation times
we employed quantum parallel tempering in the coupling J .

In the intermediate magnetic phase the magnetization increases with g beyond the
first order phase boundary. Spin-spin correlations Cs exhibit long range order indicating
that SU(2) symmetry is spontaneously broken and the system is in a Néel state. We
attributed the large magnetization to the fact that the four spin term induces strong
correlations between the parallel adjacent spins in the combs. Thus, although one might
expect spin fluctuations to increase with interlayer coupling, the spin degrees of free-
dom become more rigid. The elementary excitations are the gapless broken generators
of the SU(2) symmetry group. With increasing inter-layer coupling g the AF order is
continuously destroyed and spins dimerize on the rungs of the bilayer. This behavior is
well known from the O(3)-type transition in the Heisenberg square lattice and honey-
comb lattice bilayer system. The critical behavior is presumably consistent with the 3D
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classical Heisenberg universality class [129].
The nature of the first order transition can be seen best in the histograms of the

staggered dimer order parameter along one symmetry axis

De =
1

Nc

∑

r

〈S(r) · S(r+ e)〉 . (3.20)

A staggered dimerized state along the lattice a1 axis would give a sharp maximum at
Da1 = 1, while Da2 = Da3 = 0 and vice versa for dimerization along the other axes. A
plaquette state would give rise to peaks at −Da1 = −Da2 = −Da3). Fig. 3.7 shows the
color-coded histogram of the probability distribution P (Da1 ,Da2 ,Da3) close to the level
crossing for an L = 12 system. In the VBS phase three maxima at the far end of the axes
correspond to strong staggered order. Tunneling between these extremal configurations
of order is possible due to the finite lattice size and takes place only via crossing the
Néel ordered interface, which can be seen as the central maximum in Fig. 3.7b. A direct
transition between staggered ordered states is not observable. In the magnetic phase
with the central maximum (Fig. 3.7c), distortions in the probability distribution along
the order axes stem from the influence of the four-spin term. This can be seen in Fig. 3.6
in the nonzero dimerization order parameter in the AF and disordered phase as well.

3.4. Realizations

The JQ-model studied here is a thinkable approximation for the low energy physics in
real compound, as long as the ratio of J/Q is large. The admixture of a (incomplete)
ring exchange term mimics next nearest neighbor and plaquette interactions. However,
for the coupling ratios relevant for this investigation no realistic compound exists to our
knowledge and this study focussed on model properties only.

Nevertheless let us give some real world examples for honeycomb spin systems. While
honeycomb layers can be found in materials quite often, it is hard to find effective spin-
1/2 nearest-neighbor antiferromagnets among them. Usually, longer-range interactions
are important like in Bi3Mn4O12(NO3), which is best modeled by a spin-1/2 honeycomb
structure with nearest and next-nearest neighbor AF spin interactions [130]. Antiferro-
magnetic spin-1/2 systems, which are well described by a nearest-neighbor AF Heisen-
berg model, have been reported to be realized in the C4H10NO-salt [131] and Na2IrO3

[132]. Also β-Cu2V2O7 [133] is an, albeit slightly anisotropic, AF spin-1/2 honeycomb
lattice system.

Honeycomb layers are also found in transition-metal thiophosphates MPS3, where
M is a first row transition metal. Their effective spin degrees of freedom are typically
larger than S = 1/2, though. Neutron diffraction and magnetic susceptibility studies
on MnPS3, FePS3, and NiPS3 antiferromagnets [134, 135, 136] (S = 5/2, S = 2, and
S = 1, respectively) showed the existence of quite different types of ordering and hence
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magnetic exchange couplings among the different compounds. Whereas for FePS3 and
NiPS3 the metal ions are coupled ferromagnetically to two of the nearest neighbors and
antiferromagnetically to the third, for MnPS3 all nearest neighbors interactions within
a layer are AF [127].

3.5. Discussion and outlook

We discussed Monte Carlo simulations of the JQ-model on the honeycomb single layer
and bilayer and present the phase diagram in the unfrustrated regime (Q > 1). In
the bilayer system at increasing coupling between the layers we find a strong first or-
der quantum phase transition to an intermediate Néel phase followed by a continuous
order-disorder transition similar to the Heisenberg bilayer system. A direct (continu-
ous) transition from Néel-VBS or VBS-VBS phases is not found for the JQ-model on
hexagonal lattices.

We argue that, as one moves along the transition in an extended parameter space
(corresponding to some additional, possibly frustrated, interaction), one may access a
regime where both the magnetic and VBS order fluctuations are critical. Comparing
the honeycomb lattice with the square lattice we conclude that the route from a Z3

degenerate ground state to an emergent U(1) symmetry at criticality is far longer than
from Z4 to U(1). A competing interaction which creates a higher-degenerate ground
state might enable a continuous transition from a Néel state to a VBS. The bilayer
setup leads to a pronounced Néel regime.

Another interesting aspect would be to extend the interaction to a six-spin exchange
of the form HQ =

∑

〈ijklmn〉(Si · Sj − 1
4 )(Sk · Sl − 1

4)(Sm · Sn − 1
4 ), where 〈ijklmn〉 de-

notes the sites around a hexagonal plaquette. This interaction mimics Hamiltonian
found in hexagonal quantum dimer models and may lead to, either another VBS (e.g.,
Kekule dimerization) or even a magnetically disordered ground state as in a spin liquid.
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Spin liquid emerging
in two-dimensional
correlated Dirac fermions 4
At sufficiently low temperatures, condensed-matter systems tend to develop order. An
exception are quantum spin-liquids, where fluctuations prevent a transition to an ordered
state down to the lowest temperatures. While such states are possibly realized in two-
dimensional organic compounds, they have remained elusive in experimentally relevant
microscopic two-dimensional models. Here, we show by means of large-scale quantum
Monte Carlo simulations of correlated fermions on the honeycomb lattice, a structure
realized in graphene, that a quantum spin-liquid emerges between the state described
by massless Dirac fermions and an antiferromagnetically ordered Mott insulator. This
unexpected quantum-disordered state is found to be a short-range resonating valence
bond liquid, akin to the one proposed for high temperature superconductors.

In this chapter we give an introduction to the notion of quantum spin liquids (QSL),
the theoretical approaches to effective models, and present our investigation of the SU(2)
Hubbard model on the honeycomb in detail. In the end we discuss examples of com-
pounds and other realizations which potentially show spin liquid ground states. Parts
of this chapter have been published in [137].

4.1. Spin liquids

4.1.1. Origins & definition

The original concept of a QSL is tied to the phenomenon of antiferromagnetic (AF) order.
It was believed for a long time that ferromagnetic order is the dominant type of magnetic
order in nature. Nowadays we know that due to the fermionic properties of electrons and
the resulting superexchange AF order is more often to be found at low temperatures and
ferromagnetism is the exception, indeed. In 1970 Louis Néel was rewarded the Nobel
prize for his pioneering studies of the magnetic properties of solids, including his proposal
of AF order about 1930, which was based purely on theoretical arguments. Lev Landau
(Nobel Prize in Physics 1962) was known to have his difficulties with antiferromagnetism
and suggested quantum fluctuations to mix Néels classical solution ↓↑↓↑↓↑ with that
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obtained by reversal of moments
∣
∣ ↓↑

〉

→
∣
∣ ↑↓

〉

. This notion was supported by the
fact that Hans Bethe (Nobel prize in Physics 1967) in 1931 found the exact eigenvalues
and eigenvectors of the one-dimensional AF Heisenberg model ruling out a magnetically
ordered ground state. Only much later in 1950 Clifford G. Shull (Nobel Prize in Physics
1994) was able to use neutron diffraction to confirm Néels suggestion of AF order as the
natural ground state in some compounds.

In fact, although the classical picture of AF order provides an efficient trial wave
function, quantum fluctuations really do play a significant role in antiferromagnetically
ordered states at low temperatures, especially at low dimensionality and for S = 1/2
moments. For the simple example of the one dimensional AF Heisenberg chain we see
that the Néel state is not exact eigenstate. The Hamiltonian converts pairs of up- and
down-spins into singlets (see illustration below) – zero point fluctuation generate states
which deviate from the Néel state. The true ground state of the AF Heisenberg chain
shows critical AF correlations and hence appears to be ordered but lacks true long range
order due to its one-dimensionality (see Sec. 1.4). In two dimensions the ground state
of the AF Heisenberg model is truly AF ordered, but the local moment is far from the
saturation value of 1/2 per site because of strong quantum fluctuations.

Consider the spin chain above – the energy per bond of a singlet trial wave function (il-
lustrated on the left) is −(1/2)S(S + 1)J = (3/8)J versus −(1/4)J for AF order (right).
Since (3/8) is larger than (1/4) (at least last time I checked), energy can be minimized
by forming spin singlets instead of AF order and Néel order can be destroyed in favor
of quantum fluctuations. This led Phil Anderson (Nobel Prize in Physics 1977) to in-
troduce the idea of using spin-singlets to describe the ground state of the frustrated
AF Heisenberg model on the triangular lattice in 1973 [78, 79]. Indeed, the equal su-
perposition of short range singlets (or valence bonds) is a good trial wave function for
the true ground state. The important point however is that the singlets must not order
in a regular pattern such as to form a valence bond solid (VBS). Instead, fluctuations
lead to a ground state best described by the equal superpositions of singlet pairs (of
arbitrary range) covering the lattice. Since this can be effectively approximated by a
trial wave function of flippable valence bond configurations on the basic building blocks
(plaquettes) of the lattice, the state is dubbed resonating valence bond (RVB) state
[78, 79, 39].

Most ground states found in nature are conventional, either being metallic or insu-
lating. In the latter case they usually exhibit some type of order and thus confinement.
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4.1. Spin liquids

One dimensional systems pose an exception for their particular properties, which we will
explain further here. For higher dimensions some insulating states, like the RVB state,
however do not break any symmetry at all, which lead to the notion of spin liquids. The
definition of a QSL is not unambiguous, but among all the definitions to be found in
literature the following idea is shared.

A spin liquid is a Mott insulator quantum ground state in which there is
no long range (magnetic) order and neither symmetries of the constituent
degrees of freedom nor the spatial symmetries of the lattice are broken.

In one dimensional systems so-called trivial spin liquids can be found – the most simple
example is the rung-dimerized two leg ladder, where no symmetry is broken, but which
could also be classified as a valence bond solid (VBS). In higher than one dimension no
dimer covering can be found which would not break a lattice symmetry, such they can be
truly called non-trivial spin liquids. There, excitations are expected to consist of break-
ing a singlet pair into two spin-1/2 particles (spinons), which are (weakly) coupled to
an emergent SU(2), U(1), or Z2 gauge field. These spinons may even form a Fermi sea –
consider the implication: this is the prime example of fermionic statistics emerging from
a purely bosonic starting point [138]. Additionally, QSLs provide the starting ground
for superconductivity: the fluctuating spin singlet pairs produced by the exchange in-
teraction become charged superconducting (Cooper) pairs when the insulating state is
destroyed upon doping, by frustration, or reduced correlations [113, 139, 112].

4.1.2. Effective models, ground state properties & classification

The spin liquid picture has been extended to a full body of theoretical models, mostly
in terms of field theories [138, 140, 141]. The basic idea of these is to start from the
Heisenberg interaction

H =
∑

〈ij〉

Si · Sj , (4.1)

and to introduce Schwinger fermions which carry spin S = 1
2f

†
ασαβf

†
β. Instead of in-

troducing Schwinger fermions also Schwinger bosons can be employed. Generally, bo-
son representation is better for describing Néel order, or gapped spin liquids, whereas
fermionic representation is favorable for describing gapless spin liquids (in some cases
also Schwinger fermions can lead to gapped ground states). Which mean field theory is
closer to the truth remains an open question [142]. The interaction is then written as

Si · Sj = −
1

4
f †
iαfjαf

†
jβfiβ −

1

4

(

f †
i↑f

†
j↓ − f †

i↓f
†
j↑

)(

f †
j↑f

†
i↓ − f †

j↓f
†
i↑

)

+
1

4
f †
iαfiα . (4.2)

Note, that to implement the spin algebra correctly the constraint of single occupation
∑

α f
†
αfα = 1 is necessary, such that no charge fluctuations are allowed. The constraint
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can be enforced by use of a Lagrange multiplier λ in the action. The interaction can be
approximated by

Si · Sj = −
1

4
f †
iαfjαχij −

1

4

(

f †
i↑f

†
j↓ − f †

i↓f
†
j↑

)

∆ij +
1

4
f †
iαfiα . (4.3)

Here, χij =
〈

f †
jβfiβ

〉

and ∆ij =
〈

f †
j↑f

†
i↓ − f †

j↓f
†
i↑
〉

are the mean field values of the hopping

and pairing channels. The partition function is given by Z =
∫

dχdλdfdf †e−S , with the
action

S =

∫

dτ
∑

i

[

f †
iα∂τfiα + iλi(f

†
iαfiα − 1)

]

+
∑

ij

[

2J |χij |2+J(χijf
†
jαfiα + h.c.)

]

. (4.4)

Solving the saddle point equations obtained by minimizing the free energy with respect

to the mean field parameters ∂F
∂χij

!
= 0 and ∂F

∂∆ij

!
= 0, one finds two possible solutions:

(i) For χij real and constant: a fermi sea (ii) for χij complex: flux phases and a Dirac
(point-like) sea. For the latter in the deconfined phase, fermions and gauge fields emerge
as new particles at low energy. The spinons are not free particles, but minimally coupled
to the gauge field, which leads to a new critical state: the spin liquid. The complex phase
of χij becomes a compact (quantized) gauge field on the links, while the iλ becomes a
time component. The amplitude of χij is gapped and may be dropped since only the low
energy degrees of freedom are expected to play a significant role. The symmetry of the
emergent field denotes under which transformations the system remains invariant. The
physical meaning of the emergent U(1) gauge field (which also could be of Z2 symmetry
for gapped spin liquids, or even of SU(2) symmetry) manifests itself in the fact that
fermions pick up a Berry phase as they hop around a plaquette. This can be represented
by a gauge flux through the plaquette and is related to spin chirality, which can be
measured by

〈

Si · (Sj × Sk)
〉

[143].
The general mean field approach outlined above for gapless spin liquid states and

explained detailed in [138, 142] describes a compact gauge field coupled to fermions,
but lacks a tangible microscopic model. In general Eq. (4.1) alone leads to AF order
on bipartite lattices and 120◦ AF order on the triangular lattice; the ground state of
the Hamiltonian in 4.1 on the Kagome lattice is actually a good candidate for a QSL.
However, additional (higher order spin interaction) terms

H =
∑

〈ij〉

Si · Sj + . . . , (4.5)

might create enough frustration to prevent magnetic order. In fact, frustration is believed
to play a crucial role to allow for QSLs [144]. It enhances the number of low lying
excitations, which increases the entropy at low temperatures; quantum fluctuations are
enhanced due to the large density of states at low energies which prevents magnetic
order and frustrated hopping reduces the nesting of the Fermi surface.
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4.1. Spin liquids

As mentioned above, spin-liquids can also be classified according to their gauge field
symmetry. Gapless (algebraic) spin-liquids, or long-range RVB states are character-
ized by critical spin-spin correlations [145, 140, 19, 146, 147] and can be effectively
described by U(1) field theories. A spin-liquid with a finite spin-gap can be modeled
in terms of a short-range RVB characterized by short-ranged dimer-dimer correlations
[78, 79, 139, 112, 148]. Short-range RVB states are modeled in general by quantum
dimer models [112, 148, 149], which capture the fluctuations of singlets in a RVB state,
with dimers being a strong-coupling representation of nearest-neighbor singlets [112].
These quantum dimer models represent the low energy effective models for many QSLs.
Depending on the lattice geometry, quantum dimer models can exhibit a fully gapped
short-range RVB phase, as e.g., on the triangular lattice [150]. For bipartite lattices at
the Rokhsar-Kivelson point [112] and within the U(1) spin-liquid phase stabilized for
spatial dimensions d > 2 [151] they can, in turn, also exhibit spin liquid states with gap-
less excitations. Fully gapped phases of quantum dimer models, i.e. Z2 spin-liquids are
characterized by a non-trivial topological order as described below. Let us also mention
here the concept of projective symmetry groups (PSG), which has become a practical
tool to investigate QSL phases of spin models [152, 153].

Another possibility is to classify the QSL based on the statistics of their gaps and
excitations. In the following ∆singlet denotes the gap to singlet excitations, and ∆s is
the (spin-)gap to triplet excitations. Wen divided spin liquids into the classes [152, 138,
154, 153]

Rigid spin liquid: All excitations are gapped and may have either bosonic, fermionic or
fractional statistics. ∆s "= 0 and ∆singlet "= 0.

Topological spin liquid: All excitations are gapped but for singlet excitations, such that
the ground state has topologically degenerate sectors. ∆s "= 0 and ∆singlet = 0
[155, 149].

Fermi spin liquid: Spinons are gapless and described by Fermi liquid theory (spinons are
effectively free particle close to the spinon-Fermi-surface). ∆s = 0 and ∆singlet = 0.

Algebraic spin liquid: Spinons are gapless but cannot be described by free fermionic,
or bosonic particles. Spin and dimer correlations are interlocked and algebraically
decaying (critical) [156, 141, 157]. ∆s = 0 and ∆singlet = 0.

Bose spin liquid: The excitations are gapless and described by a free-boson theory.
∆s = 0 and ∆singlet = 0.

The case ∆s = 0 and ∆singlet "= 0 can be excluded by Goldstone’s theorem since the
gapless spin-excitations demand a singlet ground state. In this list we added the second
item to the original list for completeness. Here we distinguished between the rigid- and
the topological QSL, although they are assumed to be equivalent. However, it cannot
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4. Spin liquid emerging in two-dimensional correlated Dirac fermions

be excluded that these are actually separate kinds of QSLs. The topological property
describes the existence of degenerate ground state sectors with vanishing overlap. This
implies that in phase space these ground state sectors cannot be connected by local
transformations. For topological insulators consisting of itinerant electrons the further
implications are a quantized Hall conductivity σxy and the occurrence of (protected)
edge states at the boundaries of the systems [158, 159]. Note that all the different
QSLs can have different elementary excitations beyond spinons, like visons, non-abelian
quasi-particles, or even no quasiparticles at all [146].

In the context of this classification the following conjecture on the possible ground
states of short-range spin models can be frequently found in the literature: For the family
spin-1/2 Heisenberg models with short-range interactions on two dimensional lattices
with non-integer spin in the repeat unit, the ground state breaks at least one of the
two symmetries SU(2) and lattice-point-group over all continuous range of the coupling
ratio g. This statement would allow a QSL to only exist at a singular coupling g, e.g.,
gc. So far there has been no definite counter example. The requirement of non-integer
spin in the repeat unit is chosen such that Hastings generalization of the Lieb-Schulz-
Mattis theorem does not apply. The Lieb-Schultz-Mattis theorem [160] states that spin
chains must exhibit either a unique ground state with gapless excitations or a multiply
degenerate ground state (which may or may not have a gap). It has been generalized
to antisymmetric, self-conjugate representations of SU(2N) [161] and higher dimensions
[162, 163, 164], including topological ground state degeneracies [165]. Important for this
chapter is the fact that because of the two orbital structure of the hexagonal lattice,
each carrying a spin-1/2, the generalization of the Lieb-Schultz-Mattis theorem does not
apply to the half-filled Hubbard model on the honeycomb. Nevertheless, also for half-
integer spins per unit cell such as the triangular lattice there exist candidate counter
examples, like the Heisenberg model with ring exchange on the triangular lattice [166].

How do you decide if a given Hamiltonian has a QSL ground state? If you have
access to the full ground state wave function, e.g., in integrable systems, density matrix
renormalization group simulations, or exact diagonalization, then one can scrutinize the
wave function using reduced density matrices to look for possible orderings (or better the
absence thereof) [167]. Gapped QSLs are characterized by short-range correlations but
long-range entanglement, termed topological entanglement entropy – a counterintuitive
prediction made by the authors in references [168, 169]. The (von Neumann) entropy
follows an area (L) law S(L) ≈ αL+ γ. The corrections γ are specific to the model and
are related to the nature of the elementary excitations of the QSL. For the example
of a Z2 QSL (short-range RVB) γ = − ln(2) [170]. If you don’t have the ground state
wavefunction, like in QMC, you are left with the burden to proof a negative: the absence
of order. This is obviously a very hard problem!

While there exists a large number of effective models for QSLs, it seems extremely
difficult to find physically realistic Hamiltonians in two and higher dimensions which
exhibits a spin liquid ground state. Starting from the more general and non-frustrated
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Hubbard model on the honeycomb lattice, we will show in this chapter that more than
30 years after their original proposal we may finally have a realistic example of a QSL
in higher than one dimension.

4.2. SU(2) Hubbard model on the honeycomb

The quantum mechanical description of the relativistic electron was attained by Dirac,
who revealed both its intrinsic angular momentum (the spin), with a half-integer quan-
tum number S = 1/2, and the existence of its antiparticle, the positron [171]. Both obey
the Fermi-Dirac statistics, which implies that two identical particles cannot occupy the
same quantum mechanical state. Such particles are generically called fermions. In case
of a vanishing rest mass, the energy of Dirac fermions is a linear function of momentum.
Such massless Dirac fermions were recently observed in two-dimensional solid-state sys-
tems like graphene [172, 173] and surfaces of bismuth based compounds [174, 175]. For
graphene, a single layer of carbon atoms with honeycomb structure, unusual electronic
behavior is anticipated, and partly verified experimentally, due to the two-dimensional
Dirac-like dispersion of the electrons at low energies [1]. The interplay of a relativis-
tic dispersion with interactions at half-filling is expected to lead to a quantum phase
transition between the semimetal (SM) at low and a Mott insulator (MI) at high inter-
action strengths [157, 176]. Here, a Mott insulator is an insulating state that results not
from the band structure alone, but is due to the effects of interactions. Such correlation
effects can be displayed by the Hubbard model in its most basic form, as exemplified
in high temperature superconductivity [146], or with ultra-cold fermionic atoms loaded
in optical lattices [177, 178]. Studies of Hubbard-like models on the honeycomb lattice
suggested the emergence of exotic phases such as gapless QSL [141, 157], charge density
waves [179], quantum spin Hall states [180, 179], or superconductivity [181] at or near a
density of one fermion per site (half-filling for the two-species case).

Given the various phases proposed for fermions on a honeycomb lattice based on
Hubbard-like models, it is important to explore the ground state properties in the inter-
mediate coupling regime of the original lattice model with an unbiased method. Due to
the absence of a sign-problem in determinantal quantum Monte Carlo (QMC) simula-
tions (see Sec. 1.2) in the half-filled case, it is the method of choice for extrapolations to
the thermodynamic limit (TDL), leading to essentially exact results limited only by the
statistical noise. Employing large-scale QMC simulations of the spin-12 Hubbard model
at half-filling on the honeycomb lattice, we show that for intermediate interactions a
gapped non-magnetic phase destroys the semimetal before the transition to an anti-
ferromagnetically ordered Mott insulator at strong interactions sets in. This quantum
spin-liquid phase is characterized by local correlations that correspond to a resonat-
ing valence-bond (RVB) state [78, 79] as proposed in the context of high temperature
superconductivity [113, 139, 146].

67



4. Spin liquid emerging in two-dimensional correlated Dirac fermions

Following their original proposals [78, 79, 113, 139], spin-liquid states were established
in effective models of singlet-dynamics such as quantum dimer models [112, 148, 149].
Our results show that RVB states are realized in a microscopic model of correlated
electrons, bringing closer their observation in experiments. Honeycomb lattices of group
IV elements [182] and ultra-cold fermionic atoms loaded in optical lattices [183, 177, 178]
appear as promising candidate systems to realize the RVB state out of Dirac fermions.

4.2.1. Phase diagram from quantum Monte Carlo

Previous numerical studies of the Hubbard model on the honeycomb lattice [184, 185]
suggested that a single quantum phase transition separates the paramagnetic weak-
coupling SM phase from a strong-coupling AF MI. At strong enough repulsion, antifer-
romagnetism is certainly possible since the honeycomb lattice is bipartite, so that AF
order is not geometrically frustrated. However, the honeycomb lattice has the smallest
coordination number in two dimensions, such that the effect of quantum fluctuations
is the strongest. Hence, the competition between the tendency to order and quantum
fluctuations requires a detailed analysis of correlations and a careful extrapolation to
the TDL in order to characterize the possible phases. Here, we present results based
on projective (temperature T = 0) determinantal QMC simulations in the canonical
ensemble at half-filling. In order to assess the above scenarios, we focus in particular on
the region near the Mott transition.

The Hamiltonian of the spin-12 Hubbard model on the honeycomb lattice (cf. Sec. 1.1
and Sec. 1.3) equals

H = −t
∑

〈i,j〉,α

(c†iαcjα + c†jαciα) + U
∑

i

ni↑ni↓ , (4.6)

where c†iα (ciα) denotes the creation (annihilation) operator for fermions of spin α =↑, ↓
on lattice site i, and niα = c†iαciα. Here, t denotes the nearest-neighbor hopping ampli-
tude, and U ≥ 0 the strength of the onsite repulsion. At U = 0, the tight-binding Hamil-
tonian has a linear dispersion near the Dirac points (K, K ′ – cf. Sec. 1.1), where the con-
duction and valence bands touch at half-filling, corresponding to a density

∑

α〈niα〉 = 1.
At half-filling, the finite-U region can be studied using projective QMC to obtain ground
state expectation values of any physical observable (cf. Sec. 1.2). The phases described
in the following correspond to extrapolations to the TDL. For that purpose we study
lattices of N = 2L2 sites with periodic boundary conditions, and linear sizes up to
L = 18. To monitor the electronic properties of the system upon increasing U , we
extracted the single-particle excitation gap ∆sp(k) from the imaginary-time displaced
Green’s function.
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Fig. 4.1.: Phase diagram for the Hubbard model on the honeycomb lattice at half-filling. The semimetal
(SM) and the AF Mott insulator (AFMI) are separated by a gapped spin liquid (SL) phase in an
intermediate coupling regime. ∆sp(K) denotes the single-particle gap and ∆s the spin gap. ms denotes
the staggered magnetization whose saturation value is 1/2.

Green’s function and single-particle gap

To probe the single-particle properties, we measured the imaginary-time displaced Green’s
function

G(k, τ) =
1

2

∑

a

〈c†ka↑(τ)cka↑(0)〉 =
1

2

∑

a

〈c†ka↓(τ)cka↓(0)〉 , (4.7)

where c(†)kaα(τ) = eτHc(†)kaαe
−τH . The single-particle gap ∆sp(k) is obtained fromG(k, τ) ∝

exp(−τ∆sp(k)) at large imaginary time τ , and corresponds to the particle (or hole) ex-
citation energy with respect to the chemical potential µ = 0 at half-filling, in this
particle-hole symmetric system. At U = 0, the single-particle gap vanishes at the Dirac
points K and K ′, and we thus considered ∆sp(K) in detail. The quality of the data (cf.
Fig. 4.2a) allows us to safely determine the quasi-particle gap from the unequal time
one-particle Green’s function without the need to invoke maximum entropy. Details on
the extraction procedure can be found in Sec. 5.6.1 and Fig. 5.4.

∆sp(k) gives the minimal energy necessary to extract one fermion from the system,
and corresponds to the gap that can be observed in photoemission experiments. As
shown in Fig. 4.1, ∆sp(K) = 0 for U/t below about 3.5, as expected for a SM. For
larger U/t, the system enters into an insulating phase due to interactions. The values
of the gap are obtained via an extrapolation of the QMC data to the TDL as shown in
Fig. 4.2a. From previous analysis of the model, one expects long-range AF correlations
when the MI appears. We therefore measured the AF spin structure factor SAF that
reveals long-range AF order if m2

s = limN→∞ SAF/N > 0.
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Fig. 4.2.: Finite size extrapolations of the excitation gaps and the antiferromagnetic structure factor.
a, Single-particle gap at the Dirac point ∆sp(K) for different values of U/t, linear in 1/L. ∆sp(K) is
obtained by fitting the tail of the Green’s function (inset) to the form e−τ∆sp(K). b, Antiferromagnetic
structure factor SAF for various values of U/t using 3rd order polynomials in 1/L. AF order appears
beyond U/t = 4.3, as seen in the histograms from a Monte Carlo bootstrapping analysis (inset). c, Spin
gap ∆s at different values of U/t, using 2nd order polynomials in 1/L.
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Spin correlations

The AF order at large values of U/t resides within the unit cell of the honeycomb lattice.
Hence, the spin structure factor for AF order relates to the staggered spin correlations
at the Γ point (cf. Sec. 1.1 for the notation in momentum space),

SAF =
1

N

〈[∑

r

(SrA − SrB)
]2〉

. (4.8)

In addition to the above structure factor, we also probed directly the spin-spin correla-
tion functions. In the following, for the correlation between two local operators O1 and
O2, we employ a short notation for the cumulant,

〈〈O1O2〉〉 := 〈O1O2〉 − 〈O1〉〈O2〉 . (4.9)

The spin-spin correlations
Ca,b
s (r, r′) = 〈〈Sra · Sr′b〉〉 , (4.10)

are measured at the largest available distance dL = ([L/2+1]−1) a1+([L/2+1]−1) a2
for different system sizes, and performed a finite size scaling of both CA,A

s = CA,A
s (0,dL)

and CA,B
s = −CA,B

s (0,dL). A comparison of the scaling of these quantities to SAF is
shown for both U/t = 4 and U/t = 4.5 in Fig. 4.3, exhibiting the consistency between
these different approaches to quantify the spin correlations in the ground state.

Figure 4.3 shows the QMC results together with a finite size extrapolation. The
results of the latter are also presented in the phase diagram of Fig. 4.1 together with
Fig. 4.2b. AF order appears beyond U/t = 4.3, a value that is consistent with previous
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gap ∆u at U/t = 3.3, 4 and 4.5 (top to bottom). The extrapolated values in the thermodynamic limit
for U/t = 4 are ∆s = 0.023 ± 0.007 and ∆u = 0.099 ± 0.001.

estimates for the onset of long-ranged AF order [184, 186, 185, 187]. This leaves an
extended window 3.5 < U/t < 4.3, within which the system is neither a SM, nor an AF
MI.

Further details on the nature of this intermediate region are obtained by examining
the spin excitation gap, extracted from the long-time behavior of the imaginary-time
displaced spin-spin correlation function.

Spin excitation gaps

The gaps for spin excitations at momentum vector k are obtained from the imaginary-
time displaced spin-spin correlation functions for both the staggered sector,

Ss(k, τ) = 〈〈(SkA(τ) − SkB(τ)) · (SkA(0) − SkB(0))〉〉 , (4.11)

as well as the uniform sector,

Su(k, τ) = 〈〈(SkA(τ) + SkB(τ)) · (SkA(0) + SkB(0))〉〉 , (4.12)

where Sk,a(τ) = eτHSk,ae−τH . Similarly as for the single-particle gap, the spin excitation
gaps are obtained from Ss(k, τ) ∝ exp(−τ∆s(k)), and Su(k, τ) ∝ exp(−τ∆u(k)) at large
imaginary time τ . The staggered spin gap ∆s = ∆s(Γ) can be calculated directly via the
staggered spin-spin correlations at the Γ point. However, since the total magnetization
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Stot = SΓA + SΓB commutes with the Hamiltonian of the system, [Stot,H] = 0, the
uniform spin gap ∆u cannot be extracted from the uniform spin-spin correlations at the
Γ point in a canonical QMC simulation. Instead, one obtains ∆u = limk→Γ ∆u(k) from
measurements performed at the finite momenta closest to the Γ point for each finite
system.

We consider first the spin gap ∆s, which vanishes inside the AF phase due to the
emergence of two Goldstone modes, as well as in the gapless SM phase. Figure 4.2c
shows finite size estimates of ∆s for different values of U/t, along with an extrapolation
to the TDL. A finite value of ∆s persists within an intermediate parameter regime
3.5 < U/t < 4.3, while it vanishes both within the SM and the AF phase. This dome in
the spin gap is also seen in the inset of Fig. 4.2c, that displays both the finite-size data
and the extrapolated values of ∆s as a function of U/t.

The uniform gap ∆u is found to be even larger than ∆s inside the intermediate region
(e.g., ∆u = 0.099±0.001 at U/t = 4), and vanishes in the SM and the AF phase. Hence,
this intermediate insulating region corresponds to a spin-gap phase. Figure 4.4 shows
the finite size data for these gaps at U/t = 3.3, 4 and 4.5. For U/t = 4, both gaps scale
to finite values in the thermodynamic limit, with ∆u being about four times as large as
∆s. For the other two values of U/t, both gaps clearly vanish in the thermodynamic
limit.

Kinetic energy density & double occupations

From analyzing the U -dependence of the kinetic energy density,

Ekin =
1

N
〈−t

∑

〈i,j〉,α

(c†iαcjα + c†jαciα)〉 , (4.13)

we obtain further insight into these different regimes and the emergence of local moments.
As shown in Fig. 4.5, the curvature d2Ekin/dU2 changes sign near U/t = 4.3. This
marks a characteristic change from the weak-coupling region of positive curvature with
delocalized electrons to the strong-coupling AF region with negative curvature. In the
latter region, localized spins form and order in an AF state. In the intermediate spin-
gap region, fluctuations are large enough to still prevent the formation of well-localized
magnetic moments. Note, that around U/t = 3.5, a change in the curvature can be
observed, that adds to the already presented evidence for an intermediate phase. For
completeness we also how the evolution of the double occupation with U/t in Fig. 4.6.
The same discussion carried out on the kinetic energy above could also be performed by
looking the first derivative of the double occupations d(n↑n↓)/dU .
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4.2.2. Characterization of the spin-gap phase

The observation of a finite spin gap rules out a gapless spin-liquid [141, 157], quantum
spin Hall states [179], as well as triplet superconductivity [181]. The remaining possibili-
ties can be enumerated by considering the coupling to order parameters that lead to the
opening of a mass gap in Dirac fermions [188], and hence account for the single-particle
gap observed in the QMC data: (i) singlet superconductivity, (ii) a quantum Hall state
(QHS) [189], (iii) charge density wave (CDW) order [179] and (iv) a valence bond crystal
(VBC).

Flux quantization and measurements to test for superconductivity

In order to assess if superconductivity arises in the vicinity of the Mott transition, we
used the method of flux quantization which probes the superfluid density and is hence
independent of the specific symmetry of the pair wave function [190, 191, 192] – details
are given in App. A.4.

In the flux quantization measurement, we thread a magnetic flux Φ, in units of
the flux quantum Φ0, through the center of a torus on which the electronic sys-
tem lies. From the functional form of the ground state energy with respect to the
threaded flux, E0(Φ/Φ0), we can distinguish between normal and superconducting
ground states. The signature of the latter requires that the macroscopic energy difference
E0(Φ/Φ0)− E0(Φ/Φ0 = 1/2) scales in the thermodynamic limit to a periodic function of
period 1/2, and the occurrence of an energy barrier between Φ/Φ0 = 0 and Φ/Φ0 = 1/2.
In contrast, a metallic phase is characterized by E0(Φ/Φ0)− E0(Φ/Φ0 = 1/2) vanishing
as a power law as a function of system size, while in an insulating phase, it would vanish
exponentially.

Let us use an analogy (or better an argument from topology) to put the rather
complex idea of phase dependance into a simple example, which demonstrates the phase
structure in the case of a superconducting current [142]: Imagine your (closed) belt to
be a room-temperature superconducting ring. Each point in the ring can be associated
associated with a phase or an angle. Now, since super-currents can only run if there is a
phase-twist, open the belt, twist one of the endings (doesn’t matter how often) and close
the belt again. In whichever way you bend and twine your superconducting ring – uhm,
belt – you will never get rid of the twist. That is in simple words why a superconducting
current never stops.

The superconducting state corresponds to a system spanning, macroscopic wave func-
tion. In contrast, insulators are gapped with short range correlations and a localized
wave function (An exception to that statement are topological insulator which are be-
lieved to have long-range entangled ground states). The superconducting state would
hence feel the energy barrier – super-currents are trapped and cannot dribble away.

Figure 4.7 compares the QMC results of the macroscopic energy difference at U = 0

75



4. Spin liquid emerging in two-dimensional correlated Dirac fermions

0

0.5

1

1.5

2
 L = 3
 L = 6
 L = 9
 L = 12

0 0.1 0.2 0.3 0.4 0.5

0

0.1

0.2

0.3

0.4

0.5
 L = 3
 L = 6
 L = 9
 L = 12

U/t = 0.0

U/t = 4.0

 E
0
(Φ

/Φ
0
) 
−

  E
0
(Φ

/Φ
0
=

1/
2)

Φ/Φ
0

Fig. 4.7.: The energy difference of E0(Φ/Φ0)− E(Φ/Φ0 = 1/2) for different system sizes at U/t = 0 and
U/t = 4. Note that the scale for U/t = 4 is four times smaller than for U/t = 0. The flattening of the
energy differences exclude the superconducting ground state at both U/t = 0 and U/t = 4.

with that at U/t = 4. In both cases one clearly observes the vanishing of this quantity
in the thermodynamic limit. Hence, no signal for superconductivity is obtained from
these flux quantization measurements.

In addition, we measured pair correlations, ruling out superconductivity in (ex-
tended) s-, p-, d-, and f -wave channels. Order parameters for superconductivity are
in principle obtained from considering the irreducible representations of the D6 point
group of the honeycomb lattice, which can be described as a triangular lattice with a
basis of two atoms in the sublattices A and B, respectively. For the following, it is con-
venient to repeat the three lattice vectors related to the three nearest neighbor bonds
δ = {0,−a2,a1 − a2}, (cf. Sec. 1.1) and introduce the vectors

δ′1 = a2, δ′2 = a2 − a1, δ′3 = −a1, δ′4 = −δ′1, δ′5 = −δ′2, δ′6 = −δ′3,

connecting a given lattice site to its six next-nearest neighboring lattice sites.

The Cooper pair wave function of a superconducting state is a product of a spin,
orbital and a sublattice component. Since Pauli’s principle requires the wave function to
be antisymmetric under particle exchange, we obtain the following possibilities for spin-
singlet pairing: for an even (odd) orbital part, the wave function must be symmetric
(antisymmetric) under sublattice exchange. It is convenient to introduce pair creation
operators in the singlet channel

∆†(r, a; r′, b) = c†ra↑c
†
r′b↓ − c†ra↓c

†
r′b↑ , (4.14)
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Fig. 4.8.: Finite size scaling of on-site s-wave pairing correlation C∆ at U/t = 4.

where a, b ∈ {A,B}. The operator

∆†
s(r) =

1

2
(∆†(r, A; r, A) +∆†(r, B; r, B)) , (4.15)

describes on-site s-wave pairing, which is symmetric under sublattice exchange. In
Fig. 4.8, we show the s-wave pair-pair correlation function C∆ = |〈∆s(0)∆

†
s(dL)〉| at

the largest distance at U/t = 4. No long-ranged pairing correlation sustains to the ther-
modynamic limit; instead, the on-site pair-pair correlation function decreases rapidly.

Extended pair creation operators based on nearest neighbor pairing can be expressed
in terms of phase factors fa

1 , f
a
2 , f

a
3 , a ∈ {A,B},

∆†(x, fA
1 , fA

2 , fA
3 , fB

1 , fB
2 , fB

3 ) =
3
∑

i=1

[fA
i ∆†(r, A; r+ δi, B) + fB

i ∆†(r, B; r − δi, A)] .

(4.16)
For an extended s-wave,

∆†
ext-s(r) = ∆†(r, 1, 1, 1, 1, 1, 1) . (4.17)

Nearest neighbor p-wave states relate to

∆†
px(r) = ∆†(r, 0,+1,−1, 0,−1,+1) , (4.18)

∆†
py(r) = ∆†(r, 0,+1,+1, 0,−1,−1) , (4.19)
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Fig. 4.9.: Finite size scaling of nearest neighbor pair correlation Ci
∆ at U/t = 4. The inset illustrates

the three inequivalent directions with respect to the reference bond marked by AB.

and nearest neighbor d-wave states to

∆†
dxy

(r) = ∆†(r, 0,+1,−1, 0,+1,−1) , (4.20)

∆†
dx2−y2

(r) = ∆†(r,−2,+1,+1,−2,+1,+1) . (4.21)

In terms of next-nearest neighbors, one furthermore obtains the singlet f -wave state

∆†
f (r) =

6
∑

j=i

(−1)i[∆†(r, A; r+ ri, A) − ∆†(r, B; r+ ri, B)] . (4.22)

In order to probe for superconductivity based on nearest neighbor or next-nearest
neighbor pairing in the above symmetry sectors, we directly measured in real-space the
various inequivalent pair-pair correlation functions at the largest distances on the finite
lattices,

Ci
∆ = |〈〈∆(0, A; 0, B)∆†(dL, A;dL + δi, B)〉〉| , i = 1, 2, 3, (4.23)

for the nearest neighbor pairing states, and

CAA,i
∆ = |〈〈∆(0, A; δ1, A)∆

†(dL, A;dL + δi, A)〉〉| (4.24)

CAB,i
∆ = |〈〈∆(0, A; δ1, A)∆

†(dL, B;dL + δi, B)〉〉| , i = 1, ..., 6, (4.25)

for next-nearest neighbor pairing states both within the same sublattice and between
the two sublattices. As shown in Fig. 4.9 and Fig. 4.10, both nearest neighbor and next-
nearest neighbor pair-pair correlation functions are very weak, even reaching zero within
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statistical errors for L ≥ 9. From this, we exclude pairing in all the above symmetry sec-
tors, since the full Cooper pair correlations 〈∆ext.−s(0)∆

†
ext.−s(dL)〉, 〈∆px(0)∆

†
px(dL)〉,

〈∆py(0)∆
†
py(dL)〉, 〈∆dxy(0)∆

†
dxy

(dL)〉, 〈∆dx2−y2
(0)∆†

dx2−y2
(dL)〉, and 〈∆f (0)∆

†
f (dL)〉 are

linear superpositions of the above pair-pair correlation functions, and hence vanish in
the thermodynamic limit.

Both, flux quantization as well as a direct measurement of pair correlations lead to
no sign of superconductivity. We can thus exclude superconductivity in the half-filled
Hubbard model on the honeycomb lattice in the intermediate phase.

Currents, bond and density correlations in the charge sector

Charge density wave (CDW) order and quantum Hall states (QHS), or charge currents,
trigger a breaking of the sub-lattice symmetry and thereby open a mass gap at the
mean-field level. To exclude these effects as the cause for the spin-gapped phase we first
measure the density-density correlation function, which is given by

Ca,b
d (r, r′) = 〈〈nranr′b〉〉 , (4.26)

where a, b ∈ {A,B}. At half-filling, 〈nra〉 = 〈nrb〉 = 1. Figure 4.11 shows the finite
size scaling of the density correlations at the largest distance, CA,A

d = |CA,A
d (0,dL)| and

CA,B
d = |CA,B

d (0,dL)| at U/t = 4. Both scale to zero in the thermodynamic limit, and
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d at U/t = 4.

no long-range density correlations persist. Furthermore, in comparison with the spin
correlations, the density correlations are seen to be significantly weaker and essentially
zero within the statistical error for system sizes L ≥ 9. Consistently, we also find no
long-range density ordering when analyzing the density structure factor (not shown).

Next, we present our results on the dimer-dimer correlations in the charge sector.
We measured both the correlations between the kinetic energy bond operators and the
current operators. Correlations between the kinetic energy bond operators

k(r, a; r′, b) =
∑

α

(c†raαcr′bα + c†r′bαcraα) , (4.27)

and the current operators

j(r, a; r′, b) = −i
∑

α

(c†raαcr′bα − c†r′bαcraα) , (4.28)

can be defined between both nearest-neighbor and next-nearest neighbor sites on the
honeycomb lattice.

To probe for VBC-like order in the kinetic energy sector, we measured the three
inequivalent dimer-dimer correlation functions

Ci
k = |〈〈k(0, A; 0, B)k(dL , A;dL + δi, B)〉〉| , i = 1, 2, 3, (4.29)

at the largest distance dL on the finite lattices. For an illustration of the different
relative bond orientations, see the inset of Fig. 4.12. The upper panel of Fig. 4.12 shows
the finite size scaling of the Ci

k at U/t = 4. These correlations scale to zero in the
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thermodynamic limit, hence no long-ranged bond order in the kinetic energy persists.
Furthermore, in comparison with the spin correlations, these correlations are also seen
to be significantly weaker.

To probe for the persistence of nearest-neighbor currents in the ground state, we
measured the current-current correlation functions between the bonds of the honeycomb
lattice

Ci
j = |〈〈j(0, A; 0, B)j(dL , A;dL + δi, B)〉〉| , i = 1, 2, 3, (4.30)

at the largest distance dL on the finite lattices. The corresponding finite size scalings are
shown in the lower panel of Fig. 4.12. Again, long range correlations in the thermody-
namic limit can be clearly excluded, indicating the absence of currents between nearest
neighbor sites in the ground state.

To probe for bond order and currents between next-nearest neighbor sites, we mea-
sured all inequivalent next-nearest neighbor bond-bond and current-current correlation
functions at the largest distances both within the same sublattice and between the two
sublattices,

CAA,i
k = |〈〈k(0, A; δ ′

1, A)k(dL, A;dL + δ′i, A)〉〉| , (4.31)

CAA,i
j = |〈〈j(0, A; δ ′

1, A)j(dL, A;dL + δ′i, A)〉〉| , (4.32)

CAB,i
k = |〈〈k(0, A; δ ′

1, A)k(dL, B;dL + δ′i, B)〉〉| , (4.33)

CAB,i
j = |〈〈j(0, A; δ ′

1, A)j(dL, B;dL + δ′i, B)〉〉| , i = 1, ..., 6. (4.34)
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The QMC data for the correlations within the same sublattice at U/t = 4 are shown
in Fig. 4.13. Both CAA,i

k and CAA,i
j all scale to zero in the thermodynamic limit. The

corresponding correlations between the two sublattices similarly decay to zero in the
thermodynamic limit (not shown). Thus neither bond ordering nor currents persist
between next-nearest neighbor sites in the ground state at U/t = 4.

The lack of order in the charge sector rules out the breaking of sublattice and time
reversal symmetries, as required for the QHS, in the pristine Hubbard model. Possi-
bly, extensions of the form of next-nearest neighbor Coulomb interactions, or spin-orbit
coupling are necessary to reach such a state [179, 189].

Dimer-dimer, spin-currents and spin-bond correlations

To examine the occurrence of a VBC, we probed for dimer-dimer correlations between
separated dimers formed by nearest neighbor bonds 〈ij〉 and 〈kl〉. We measured the
dimer-dimer correlation functions

Dij,kl = 〈〈(Si · Sj −
1

4
)(Sk · Sl −

1

4
)〉〉 , (4.35)

Figure 4.14 shows the results of the correlation between singlet dimers at U/t = 4.0. The
striped bond is the one with respect to which correlations were determined. Positively
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Fig. 4.14.: Real space plot of the spin dimer-dimer correlations. The correlation function Dij,kl (cf. SI)
for a L = 6 system at U/t = 4, together with the same correlation for the isolated Hubbard hexagon
also at U/t = 4 (inset). The reference bonds are dressed with stripes. Numbers in parenthesis indicate
the standard error of the last digit.

correlated bonds will be present at the same time with the reference bond and negative
correlations correspond to bonds which are unlikely to exist when there is a bond at the
reference location. The correlations are found to be short-ranged, and consistent with
the dominance of a RVB state within the hexagons of the honeycomb lattice [128]. This
can be seen by comparing the singlet-correlations with those of an isolated hexagon (inset
Fig. 4.14), the classical example of the resonance phenomenon in conjugated π-electrons
[193]. Accordingly, we find no long-ranged order from the dimer-dimer structure factors
in Fourier space. Our results thus reveal a genuinely exotic state of matter, where no
spontaneous symmetry breaking is observed, while a spin-gap is present. It corresponds
to a spin-liquid RVB state in the intermediate coupling regime in the vicinity of the
Mott transition.

We furthermore measured correlations between the spin-current operators

js(r, a; r
′, b) = −i

∑

α

(−1)α(c†raαcr′bα − c†r′bαcraα) , (4.36)

as well as the spin-bond operators

ks(r, a; r
′, b) =

∑

α

(−1)α(c†raαcr′bα + c†r′bαcraα) , (4.37)
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for next-nearest neighbor sites. We measured these correlations between all inequivalent
pairs of next-nearest neighbor sites both within the same sublattice and between the two
sublattices at the largest distance on the finite lattices,

CAA,i
s−k = |〈〈ks(0, A; δ′

1, A)ks(dL, A;dL + δ′i, A)〉〉| , (4.38)

CAA,i
s−j = |〈〈js(0, A; δ′

1, A)js(dL, A;dL + δ′i, A)〉〉| , (4.39)

CAB,i
s−k = |〈〈ks(0, A; δ′

1, A)ks(dL, B;dL + δ′i, B)〉〉| , (4.40)

CAB,i
s−j = |〈〈js(0, A; δ′

1, A)js(dL, B;dL + δ′i, B)〉〉| , i = 1, .., 6. (4.41)

Figure 4.15 shows the finite size scaling of the correlations within the same sublattice
at U/t = 4. They all decay to zero in the thermodynamic limit. The corresponding
correlations between different sublattices show a similar behavior (not shown). Thus
neither spin-bond order nor spin-currents persist between next-nearest neighbor sites in
the ground state at U/t = 4.

Order parameters for spin-nematicity

The Néel state is a uniaxial magnet in which SU(2) is partially broken down to U(1),
resulting in Goldstone modes. More complete SU(2) breaking schemes exist in non-
collinear magnets with more than two ferromagnetic sublattices or more generally in
helicoidal antiferromagnets. In these systems SU(2) symmetry is completely broken
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with three Goldstone modes and the order parameter can be described as biaxial (or as a
gyro) [123]. Spin-nematic phases introduced by Andreev and Grishchuk [194] with no net
magnetic moment break SU(2) symmetry as spins are correlated in a plane but individual
spins remain disordered. The signature of nematicity (quadrupolar-order, octupolar-
order, ...) is the breaking of rotational (point group) symmetry without breaking the
translational symmetry of the lattice.

Neither the spin correlations, nor the AF structure factor yielded signatures of SU(2)
symmetry breaking. However, these measurements test for AF order with the unit cell
only, which still allows for non-collinear order with a point group symmetry other than
the one tested in the spin correlations. To probe for nematic order, we measured the
correlations of the operators

Qxy(r, a; r′, b) =
1

2
(Sx

raS
y
rb + Sy

r′aS
x
r′b) , (4.42)

for the n-type nematics and

V (r, a; r′, b) = Sr,a × Sr′,b , (4.43)

for the p-type nematics [194] in real-space at the largest distances on the finite lattices,

Ci
Q = |〈〈Qxy(0, A; 0, B)Qxy(dL, A;dL + δi, B)〉〉| ,

Ci
V = |〈V (0, A; 0, B)V (dL, A;dL + δi, B)〉| (4.44)

= |〈(S0,A · SdL,A)(S0,B · SdL+δi,B)− (S0,A · SdL+δi,B)(S0,B · SdL,A)〉| ,

i = 1, 2, 3.The upper panel of Fig. 4.16 displays the behavior of Ci
Q and the lower panel

displays that of Ci
V , for system size L = 3, 6, 9, 12 at U/t = 4. These correlations are very

weak, reaching zero within statistical errors for L ≥ 12. Thus, we exclude the possibility
of spin-nematic states inside the intermediate coupling regime.

4.2.3. Further insight into the RVB state

The QMC results presented above uncover the realization of a quantum spin-liquid
state with short-range RVB correlations in correlated fermions on a non-frustrated,
bipartite lattice. In principle, such quantum-disordered states can occur in different
flavors as described in Sec. 4.1.2. The observation of a finite spin-gap is consistent
with the characterization of the observed spin-liquid in terms of short-range RVB states
[78, 79, 139, 112, 148], also in accordance with the observed short-ranged dimer-dimer
correlations. Short-range RVB states are modeled in general by quantum dimer mod-
els [112, 148, 149], which fall into the class of Z2 spin liquids. Fully gapped phases of
quantum dimer models are furthermore characterized by a non-trivial topological order,
implying e.g., an emerging ground state degeneracy of two-dimensional systems with
periodic boundary conditions in the TDL [155, 149].
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Fig. 4.16.: Finite size scaling of the nearest neighbor correlations Ci
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V at the largest distance at
U/t = 4. The inset illustrates the inequivalent directions with respect to the reference bond marked by
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In order to assess, whether topological order can characterize the short-range RVB in
our case, we examine the low-energy singlet excitations. As proven in an exact theorem
by Lieb [195], the finite systems used in our numerical simulations have a non-degenerate
singlet ground state for any finite value of U > 0. Hence, degeneracy can only appear in
the TDL. If so, low-energy singlet states should be present, with decreasing excitation
energy as the system size increases. Since our QMC method projects out the finite
system’s ground state from a singlet trial wavefunction, we can monitor the expectation
value of the internal energy E(Θ), where Θ is the projection parameter (cf. Sec. 1.2).
Here all contributions from singlet states with the same quantum numbers as the ground
state are included, that have a finite overlap with the trial wave function.

We consider the internal energy as a function of the projection parameter Θ,

E(Θ) =
〈ΨT |e−ΘH/2He−ΘH/2|ΨT 〉

〈ΨT |e−ΘH |ΨT 〉
, (4.45)

where |ΨT 〉 is the trial wave function (cf. Sec. 1.2). Let {|n〉} be the set of eigenstates
of H. Then, we have

E(Θ) − E0 =
1

1 +R(Θ)

∑

n>0

e−(En−E0)Θ(En −E0)
|〈n|ΨT 〉|2

|〈0|ΨT 〉|2
, (4.46)
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where E0 is the ground state energy, |0〉 the ground state, and define

R(Θ) =
∑

n>0

e−(En−E0)Θ |〈n|ΨT 〉|2

|〈0|ΨT 〉|2
. (4.47)

Next, we consider an energy scale

ε% (E1 − E0)/N , (4.48)

whereE1 is the energy of the first excited singlet and the singlet gap ∆singlet = (E1 − E0),
with the same quantum numbers as the ground state, and define Θ∗, such that for
Θ > Θ∗, (E(Θ) − E0)/N < ε. Typically, ε can be taken of the order of the statistical
error in the energy, such that the condition on ε is clearly fulfilled. However, ε is not
defined in terms of the statistical errors; the only defining condition on ε is (4.48). With
such a definition we have

ε =
1

N

∑

n>0

e−(En−E0)Θ∗

1 +R(Θ∗)
(En − E0)

|〈n|ΨT 〉|2

|〈0|ΨT 〉|2
% ∆singlet/N , (4.49)

such that
R(Θ∗)

1 +R(Θ∗)
<
∑

n>0

e−(En−E0)Θ∗

1 +R(Θ∗)

(En − E0)

∆singlet

|〈n|ψT 〉|2

|〈0|ψT 〉|2
% 1 , (4.50)

so that it also holds that R(Θ∗) % 1. The last inequality also implies that

e−∆singletΘ
∗ |〈1|ΨT 〉|2

|〈0|ΨT 〉|2
% 1 , (4.51)

since the sum in R(Θ) consists of positive definite terms.In case the overlaps in the last
inequality are finite,

∆singletΘ
∗ 5 1 , (4.52)

such that 1/Θ∗ provides a lower bound for the singlet gap. In case |〈1|ΨT 〉|2/|〈0|ΨT 〉|2 % 1
such that the inequality (4.51) is fulfilled due to a vanishing overlap, we miss the lowest
excited singlet state, and 1/Θ∗ provides a lower bound for the next lowest singlet with
a finite overlap with the trial wave function.

For the determination of the lower bound for singlet states we concentrated on the
value U/t = 4, centered in the RVB phase. We verified that in the case L = 2, where
the system can be fully diagonalized, setting ε = 10−3t, 1/Θ∗ = (0.74 ± 0.04)t is a lower
bound. Namely, for this system size, ∆singlet = 1.84t for the first excited singlet state of
momentum k = 0. We also verified that this state has an overlap of 0.22 with the trial
wave function. The above value of ε corresponds to the maximal error for all system
sizes. The uncertainty in the determination of Θ∗ is taken as the maximum between (i)
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E(Θ) denote standard errors. For the determination of the error bars in 1/Θ∗, see the text.

the distance from Θ∗ to the value of Θ for E(Θ)/N = E(Θ∗)/N − ε and (ii) the distance
between two consecutive values of Θ around Θ∗. By means of error propagation, we
then estimate the error in 1/Θ∗.

In Fig. 4.17 we display 1/Θ∗ for L = 3, 6, 9, and 12, and an extrapolation to the TDL.
In all these cases, the lower bound is above the spin-gap, as well as the extrapolation to
the TDL. Hence, we find no evidence for singlet states with the same quantum numbers
as the ground state, that may become degenerate with it in the thermodynamic limit.
However, we cannot definitely exclude topological order, if the relevant singlet states
happen to have a vanishing overlap with our trial wave function. For the future, it
will be interesting to explore the low-energy singlets beyond the projective scheme, and
probe for soft modes similarly as does, e.g., the construction of finite momentum trial
states in quantum dimer models [112, 149].

4.3. Realizations

4.3.1. Organic charge-transfer salts

There is a series of candidate compounds for QSLs which are best described by models of
local moments like ZnCu3(OH)6Cl2 also known as Herbertsmithite1 [196], Vesignietite
BaCu3V2O8(OH)2 [197], or Na4Ir3O8 [198], for which no spin order could be found

1A mineral discovered in Chile in 1972 and named after Herbert Smith.
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Fig. 4.18.: The molecules bis-(ethylene-dithio)-tetra-thia-fulvalene (BEDT-TTF) (a) and Palladium-1,3-
dithiole-2-thione-4,5-dithiolate (Pd[dmit]2) (b) on which the frustrated organic charge transfer salts are
based on. The quasi-two-dimensional layers of organic molecules are separated by the anion-layer, here
formed by Cu2(CN)3 (c). In the crystallographic κ-phase the organic molecules arrange themselves in
dimers which form slightly distorted triangular lattice.

down to the mK range by means of µ-spin relaxation. Their structures are the highly
frustrated Kagome- (2D), Pyrochlor- (3D), or Hyper-Kagome-lattices (3D). If not by
geometry they can have frustrating interactions such as Bi3Mn4O12(NO3), which is best
modeled by a spin-1/2 honeycomb structure with nearest and next-nearest neighbor AF
spin interactions [130]. Also, in He3 films, which form triangular lattices, ring exchange is
suspected to frustrate the system further. Due to the extremely small exchange coupling
of J ∼ mK experiments are very difficult, though [199].

However, here we will focus on materials where electrons retain some of their itin-
erant properties. This can be found in the organic charge-transfer salts where one can
observe rich physics in experimentally accessible magnetic fields and pressure ranges.
The organic charge-transfer salts can be synthesized in ultra-pure single crystals and
hydrostatic pressure of the order of kbars and chemical pressure by substitution of ele-
ments provide means of manipulating the materials enough to induce phase transitions
between different ground states. A recent review of spin liquids in the organic Mott insu-
lators has been published by Powell and McKenzie [154]. The two most prominent QSL
candidates are the organic charge-transfer salts κ-(BEDT-TTF)2X and β’-Z[Pd(dmit)]2.

κ-(BEDT-TTF)2X

is an organic charge transfer salt based on the molecule bis-(ethylene-dithio)-tetra-thia-
fulvalene (BEDT-TTF) or often simply referred to as ET. The κ denotes crystallographic
phase, which by far is the most widely studied and where frustration is known to play a
dominant role (see Fig. 4.18). The organic molecules form in pairs (dimers) of quasi-two-

89



4. Spin liquid emerging in two-dimensional correlated Dirac fermions

dimensional layers which are separated by the anion-layer. Charge is transferred from the
organic layer to the anions X. Band structure calculations predict the organic molecules
to have π orbitals with nodes in the plane of the molecules with strong overlap due to their
proximity. The amplitude for hopping between the dimers is significantly smaller than
between the molecules within a dimer. This suggests to treat the dimers as single units
forming a distorted triangular lattice and carrying a free electron. The absolute energies
are still under debate, but angle-dependent magnetoresistance (AMRO) measurements,
which allow to map out the Fermi surface, suggest the in-layer hopping t to be of the
order of tens of eV, where interlayer hopping t⊥ is negligible in the µeV range. Also
controversial is the amount of anisotropy (or distortion of the lattice) within the layer.
The ratio t/t′ is believed to be in the range [0.75, 1.1] which yields frustration effect
must be significant. The local Coulomb repulsion U is estimated to be of the order of
the hopping such that the system can be understood in terms of a half-filled Hubbard
model on the (anisotropic) triangular lattice [200, 141, 201, 154].

The strength of the electronic correlations and the degree of frustration is deter-
mined by the anion X and the applied hydrostatic pressure, e.g., for Cu(NCS)2 and
Cu[N(CS)2]Br the compound becomes superconducting below ∼10 K at ambient pres-
sure, for Cu[N(CS)2]Cl the ground state is an AF Mott insulator at ambient pressure,
and for Cu2(CN)3 and Cu[N(CS)2]Cl the systems undergo a Mott transition to a super-
conducting states under modest pressure of a few 100 bar. Frustration is the greatest in
κ-(BEDT-TTF)2Cu2(CN)3 which probably has a spin liquid ground state (Fig. 4.19a).
Shiziumi and coworkers [202] measured the spin susceptibilities: in the Mott insulating
phase the spin degrees of freedom are described by a Heisenberg model with an AF ex-
change coupling of J ∼ 250 K close to the Mott transition. While Cu[N(CS)2]Cl shows
a clear magnetic phase transition at ∼27 K, the compound with the Cu2(CN)3 anion
lacks signatures of such a phase transition in the susceptibility down to 32 mK. This
temperature is four orders of magnitude smaller than the exchange coupling which led
Shiziumi et al. to propose κ-(BEDT-TTF)2Cu2(CN)3 as a QSL. The absence of evidence
for long-range magnetic order is supported by NMR spectra at temperatures as low as
20 mK!

Two recent experiments have attempted to identify the low lying excitations and
the existence of a gap. S. Yamashita and coworkers measured the specific heat [205],
M. Yamashita and others measured the thermal conductivity [204]. However, the two
groups came to contradictory conclusions. Figures Fig. 4.19b,c show the temperature
dependence of the in-plane thermal conductivity κ(T) in zero field for two different single
crystals of deuterated κ-(BEDT-TTF)2Cu2(CN)3. As the temperature is lowered, the
thermal conductivity decreases and exhibits a broad hump around T ∗ ∼ 6 K. This char-
acteristic anomaly, which can also be seen in the specific heat (cf. Fig. 4.20c) and the
NMR relaxation rate, is subject to controversy and requires further investigations. Fig-
ure 4.19c shows the thermal conductivity at low temperatures, measured in two samples
and under different magnetic fields. For a metal one expects the thermal conductivity
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Fig. 4.19.: A Pressure-temperature phase diagram of κ-(BEDT-TTF)2Cu2(CN)3 taken from [203] which
is believed to be a spin liquid at ambient and low pressure, since in the Mott insulating phase no magnetic
long range order can be found down to 20 mK. B Temperature dependence of the in-plane thermal
conductivity κ(T) in zero field for two different single crystals of deuterated κ-(BEDT-TTF)2Cu2(CN)3.
As the temperature is lowered, κ(T) decreases and exhibits a broad hump starting to increase at around
T ∗ ∼ 6 K. C Thermal conductivity of κ-(BEDT-TTF)2Cu2(CN)3 at low temperature measured in two
samples and under different magnetic fields. Plotted over T 2 the curvatures hint contributions come
mostly from fermions with a magnetic field dependance. Panels B and C were adapted from Ref. [204]

to behave like κ(T ) = αT + βT 3 + . . ., where fermions give rise to the linear term, since
phonons contribute to the cubic term [206]. Since the graph is plotted against T 2 and
the data does not lie on a straight line phonons do not seem contribute significantly.
Also, the field dependence hints towards contributions from magnetic excitations, since
phonons would not couple the magnetic field. These arguments and the fact that the
thermal conductivity extrapolates to zero led M. Yamashita and coworkers to conclude
that the spin liquid state of κ-(BEDT-TTF)2Cu2(CN)3 is gapped.

S. Yamashita and coworkers measured the specific heat [205]. Figures 4.20a,b show
results for two different samples under different magnetic fields. Note the deviation
between the two samples in the low temperature region, which is attributed to magnetic
impurities. Figures 4.20b also contains the data of the antiferromagnetic insulators
κ-(BEDT-TTF)2Cu[N(CN)2]Cl, deuterated κ-(d8:BEDT-TTF)2Cu[N(CN)2]Br and β′-
(BEDT-TTF)2ICl2 for comparison. The existence of a linear contribution in T , even
in the insulating state of κ-(BEDT-TTF)2Cu2(CN)3, is clearly observed. In contrast to
the insulators, the low temperature extrapolation of κ-(BEDT-TTF)2Cu2(CN)3 is finite,
which demonstrates a large residual entropy. The plots of Cp(T )/T against T 2 suggests
a large linear term in Cp(T ) = γT + βT 3, hence gapless fermionic excitations, which is
also backed by bulk magnetic susceptibility measurements. In Fig. 4.20c the specific
heat is shown over a larger temperature range along with its derivative to emphasize the
6 K anomaly already encountered in the thermal conductivity measurements.

Clearly, it is an important question why these two experiments measuring the specific
heat and the thermal conductivity lead to such different conclusions, which demands
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4. Spin liquid emerging in two-dimensional correlated Dirac fermions

Fig. 4.20.: Low-temperature heat capacities of κ-(BEDT-TTF)2Cu2(CN)3 for two different sam-
ples shown in A and B under different magnetic fields, respectively. B also contains the data
of the typical antiferromagnetic insulators κ-(BEDT-TTF)2Cu[N(CN)2]Cl, deuterated κ-(d8:BEDT-
TTF)2Cu[N(CN)2]Br and β′-(BEDT-TTF)2ICl2 for comparison. The existence of a linear contribution
in T , even in the insulating state of κ-(BEDT-TTF)2Cu2(CN)3, is clearly observed. A low-temperature
deviation of κ-(BEDT-TTF)2Cu2(CN)3 is notable, which demonstrates that large entropy exists in the
low-temperature region. C Temperature dependence of the heat capacity around the anomalous tem-
perature of 6 K under different magnetic fields. The inset shows the difference of the heat capacities of
κ-(BEDT-TTF)2Cu2(CN)3 and κ-(BEDT-TTF)2Cu(NCS)2, which highlights the hump structure around
6 K. The arrow indicates the anomaly on the different axes. Panels have been adapted from [205].

further investigations.

β’-Z[Pd(dmit)2]2

is the second exampled of an organic charge transfer salt with a potentially QSL ground
state and shares many properties with the κ-(BEDT-TTF), but is less well studied
[207, 208]. It is based on Pd(dmit)2 molecules, where dmit stands for 1,3-dithiole-2-
thione-4,5-dithiolate. The compound is usually simply referred to as dmit. The Z denotes
the anions which form layers separating the quasi two dimensional organic molecules.
Of particular interest is the QSL candidate compound EtMe3Sb[Pd(dmit)2]2 (or Sb-
1). In the β′ crystal phase again molecules for dimers which arrange themselves in an
anisotropic half-filled triangular lattice. The electronic structure resembles the κ-salt,
albeit more anisotropic. The AF exchange coupling is similar large J ∼ 240 K and
again no magnetic order could be found down to temperature of 1.37 K – two orders
of magnitude smaller than J [207]. Also in Sb-1 a low temperature anomaly has been
observed in NMR spectra. Whether or not this is related to the κ-salt is an open
question. Figure 4.21 show the thermal conductivity measured by M. Yamashita and
coworkers [209] for two samples, the dmit-131 spin-liquid compound known as Sb-1 and
the non-magnetic dmit-221. A clear peak in κxx/T is observed in dmit-131 around 1 K,
which is also seen as a hump in κxx. The lower temperature behavior of κxx/T plotted
against T 2 reveals a residual κxx(T )/T , which cannot be seen for dmit-221, nor the κ-salt
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Fig. 4.21.: The temperature dependence of κxx(T )/T for two samples, the dmit-131 spin-liquid compound
known as Sb-1 and the non-magnetic dmit-221. A A clear peak in κxx/T is observed in dmit-131 around
1 K, which is also seen as a hump in κxx (B). Lower temperature plot of κxx/T as a function of T 2 (C)
and T (D) of dmit-131, dmit-221 along with κ-(BEDT-TTF)2Cu2(CN)3. A clear residual of κxx(T )/T
is resolved in dmit-131 in the zero-temperature limit. Panels have been adapted from [209].

(data taken from Ref. [204]), which is a clear signature for gapless excitations. Another
important finding reported in this paper is that a spin gap is observed in the magnetic
field dependence of the thermal conductivity. This seems puzzling since the thermal
conductivity clearly shows that there are gapless excitations. However, excitations with
any spin state can be excited thermally, but the field does not couple to (the non-
magnetic) singlet excitations. Therefore, these results suggest that Sb-1 is a QSL with
a finite singlet-triplet gap.

Another interesting fact is, that in a kinetic approximation (ballistic energy prop-
agation), the thermal conductivity can be written as κxx = Csvsls/3, with the specific
heat Cs, the velocity vs and the mean free path ls of the quasi-particles responsible for
the elementary excitations. Estimates of the mean free path ls from the thermal con-
ductivity suggest ls reaches up to 1000 inter-spin spacings! This implies low scattering
rates and almost free spins.

4.3.2. Atomic monolayers & heterostructures

Deposited on the surface on a substrate, or suspended, bridging a gap, it is still controver-
sial whether graphene is a correlated material or not [176, 210, 211, 1]. Although there are
arguments for significant correlations (some of them can be found in [212, 176, 210, 211]),
the (community) trend leads away from correlations physics in graphene. A major ar-
gument against local Coulomb correlations is the lack of states at the Fermi level which
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excludes an effective screening process. While graphene is unlikely to bear the neces-
sary correlations, in expanded graphene – a carbon monolayer deposited or grown on a
substrate which interatomic distance does not match the natural spacing of graphene,
or uniaxially stretched suspended graphene – the ratio U/t might be enhanced.

Since the publication of the Scotch tape technique to manufacture graphene [213] the
research in the synthesization of monolayer honeycomb lattices based on group IV and
nearby elements has prospered [214]. Another possible candidate is monolayer Silicon,
where the nearest neighbor distance is expected to be approximately 50% larger than
in graphene, such that correlations effects are enhanced [182]. In fact, first attempts
succeeded in synthesizing single-crystal silicon monolayers [215].

Recently, an intriguing setup using a heterostructure was reported [216]. The (quasi)
two-dimensional electron gas in a modulation-doped AlGaAs/GaAs semiconductor is
subjected to a lateral potential with honeycomb geometry. The structure consists of an
array of pillars with honeycomb geometry, formed on the surface by an etching process.
The pillars induce a lateral potential modulation. They were able to show a transition
from a conducting to an insulating regime can be induced by changing the voltage of a
metallic gate deposited on top of the array. The possibility to control the localized/de-
localized nature of the electronic states suggests to use of this system as a quantum
simulator (similar to cold atoms in optical lattices) in a regime dominated by electron
correlations.

4.3.3. Optical lattices

Ultra-cold atoms loaded into optical lattices are the most promising approach to realize
SU(N) symmetric models. The experimental setup and methods are hence introduced
in the chapter on the SU(N) Hubbard Heisenberg model (cf. Sec. 5.7). Let us note that
the experimental detection of a QSL in realized in optical lattices is inherently different
from the experimental means available in condensed matter system (crystals). At the
moment, the experimental setup delimits the spectrum of accessible measurements and
observations, which excludes the suggested methods of detection outlined in the next
section, unfortunately.

4.3.4. Experimental detection

An important question is how to identify a QSL states experimentally. Besides ther-
mal transport and to prove the absence of order down to the lowest as seen above (cf.
Sec. 4.3.1), let us make some general remarks and mention some recent ideas.

The susceptibility measures the spin excitations. In the spectral representation it is
given by

χ+–(q, iωn) =

∫ β

0
dτeiωnτ

〈

TτS
−(q, τ)S+(−q, 0)

〉

, (4.53)
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where β = 1/kBT is the inverse temperature, τ is the imaginary time, ωn are the Mat-
subara frequencies, and S± are the spin raising/lowering operators. From its form it is
obvious that for a singlet ground state at zero temperature singlet excited states do not
contribute to the dynamical spin susceptibility. Because of the spin-flip operators the
matrix elements of the spin operators between the singlet ground state and any singlet
excited state must be zero. Hence at low temperatures, only triplet excitations can
contribute to the uniform magnetic susceptibility. This includes NMR relaxation rates,
Knight shift, and the inelastic neutron scattering cross section [154]. Furthermore, the
singlet spectrum will neither shift, nor split in a magnetic field. In contrast, triplets will
split and the corresponding spectral weight be redistributed. The specific heat capacity
and the thermal conductivity at low temperatures reflect contributions from all sectors,
including triplet and singlet excitations. Comparing the temperature dependence of
the measurements of the spin susceptibility and the specific heat capacity should allow
to distinguish between elementary singlet-, or and triplet-excitaions in order to gain
information about the low energy spectrum.

In Ref. [217] it is suggested that the dynamical spin correlations are dominated
by highly dispersive excitation continua at medium to high energies, a characteristic
signature once the S = 1 waves fractionalize into pairs of deconfined S=1/2 spinons.
Also, the almost free excitations follow incommensurate dispersion relations. In spin
liquids with deconfined excitations, these will contribute to the thermal Hall response due
to Lorentz force, hence under application of an external magnetic field. The predictions
in Ref. [218] promise a clear experimental method to prove the existence of the deconfined
spinons via a thermal transport phenomenon.

In Sec. 4.1.2 we noted the different spinon Fermi surfaces emerging in a QSL ground
state. Although the bulk may be gapped in the one-particle and charge spectrum, spinon
excitation can be gapless. To measure a spinon Fermi surface remains a nontrivial task,
though. Norman and Micklitz proposed an experiment to identify the potential existence
of a spinon Fermi surface by looking for oscillatory coupling between two ferromagnets
via a spin liquid spacer [219]. They investigate three candidate spin liquids and predict
that in all cases long period oscillations should be present, the period of which would
identify the Fermi wave vector of the spinon surface. The requirements on the specimen
appear very challenging, though.

In App. A.5 we show the spectra of the one-particle Green’s function and the dy-
namical spin susceptibility. The spin susceptibility shows well defined quasiparticles
(singlet-triplet excitations) and no clear sign of a continuum of excitations. However,
note that we have very limited momentum resolution and must use of the stochastic an-
alytic continuation [220, 221] to obtain spectra at real frequencies. These problems and
the enormous amount of computations time necessary in order to obtain high precision
results for a clean analytic continuation, limit the quality, reliability and interpretation
of the spectra.

Although not a direct measure of the liquidity, it can be helpful to to quantify the
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amount of frustration in a system in to support the suggestion of an QSL in a compound.
Ramirez introduced the measure of the ratio of the Curie-Weiss temperature over the
Néel temperature f = TCW /TN [222]. Balents discussed this measure in his review on
frustrated magnetism [144]. This measure has the limitation that it does not separate
the effects of fluctuations, dimensionality and frustration. Especially the dimensionality
plays an important role since TN is exactly zero in two dimensional systems but is
determined by the interlayer coupling in quasi two dimensional systems.

Unfortunately, it seems as difficult in experiment as in theoretical approaches to pin
down the existence of a QSL ground state.

4.4. Discussion and outlook

The presence of a spin-liquid in the Hubbard model on the bipartite honeycomb lat-
tice close to an AF Mott insulator resembles the situation in the organic antiferromag-
net κ-(BEDT-TTF)2Cu2(CN)3, which has been argued to display a spin-liquid state
[202, 204], albeit the latter system is on a triangular lattice and hence frustrated.
This difference can be reconciled starting from the strong-coupling limit of the Hub-
bard model, i.e. a nearest-neighbor Heisenberg model, that close to the Mott transition
acquires corrections that induce efficient frustrations to the spin degrees of freedom.
In fact, a Klein Hamiltonian for a spin-liquid state on the honeycomb lattice was con-
structed, including extended exchange interactions [223]. In the strong coupling regime
it is reasonable to describe the low energy physics by an effective S = 1/2 Heisenberg
Hamiltonian, which can be derived from the Hubbard model in the large-U limit (cf.
[224, 225] and Sec. 1.3). For up to fourth order perturbation theory the Hamiltonian
reads

H =
∑

〈ij〉

(
4t2

U
−

16t4

U3

)

Si · Sj +
∑

〈〈ij〉〉

4t4

U3
Si · Sj + . . . (4.54)

Hence the J1-J2 Heisenberg model, where both couplings are antiferromagnetic would
be the first guess for an effective model.

A more pronounced difference is the appearance of superconductivity in the organic
systems upon pressure, that is equivalent to a reduction of the ratio U/t in the Hubbard
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4.4. Discussion and outlook

model [226]. The absence of superconductivity in our system could be due to the van-
ishing density of states at the Fermi energy. In this case, a finite coupling strength is
needed, at least in the BCS-frame [227]. However, having an unexpected realization of
a short-range RVB state, it would be highly interesting to explore the consequences of
doping, in a spirit rather close to the original scenario proposed by Anderson [113] and
Kivelson et al. [139] for the cuprates. In particular, for the fully gapped short-range
RVB state, the finite spin-gap sets the energy scale of pairing in the superconducting
state [139]. In this respect, the value obtained for the spin-gap is rather promising. The
largest value attained is ∆s ∼ 0.025t (Fig. 1), that for t in the range of 1.5 to 2.5 eV (in
graphene is t = 2.8 eV [1]) corresponds to a temperature scale ranging from 400 to 700
K. The question of doping the system is unfortunately beyond the means of QMC due
to the notorious sign problem.

As already mentioned there have been several studies before investigating the
semimetal to AF order transition by the means of QMC [184, 186, 185, 187]. But
why haven’t these investigation detected and unraveled the intermediate phase before?
One reason might be the extremely small energy scale of the spin gap of 0.025t. In finite
temperature investigations, one needs at least a temperature of the order of the spin
gap to discern it from thermal fluctuations. The finite temperature investigation [185]
studied systems up to L = 15 at temperatures of typically 0.125t, and the investigation
in Ref. [187] studied systems up to L = 12 and temperature 0.0625t. Both investigations
were performed at too high temperatures to be able to identify the intermediate phase.
The latter study even looked at excitation gaps, albeit only after the use of Maximum
Entropy to continue the dynamical correlation function to the real axes. Maximum En-
tropy has the unfortunate effect to broaden and slightly shift excitations, such that gaps
cannot be reliably extracted. The oldest T = 0 study [184] was obviously handicapped
by the lack of computer power, the largest lattices were of linear dimension L ≤ 10.
The investigation in Ref. [186] also employed projector QMC and studied lattices of
linear dimension up to L ≤ 16 (in even steps of L). However they seem to have only
focused on the antiferromagnetic structure factor and spin correlations without looking
at excitations gaps.

Our findings, based on a controlled numerical framework, open a new facet of quan-
tum spin-liquids, where an appreciable amount of doubly-occupied sites are present,
extending well beyond the regime of localized spin physics. They also enable us and oth-
ers to study a QSL in a non-frustrated, realistic model under controlled approximations.
And there are many open questions to follow up: How sensitive is the intermediate phase
to the introduction of new interactions terms? Does superconductivity arise upon dop-
ing? Is the QSL unstable upon creating an anisotropy in the hopping – will it crystalize
into a VBS? Using finite temperature algorithms, can we go to low enough tempera-
tures and large enough lattices to study the dynamics? Does the specific heat at finite
temperature support the evidence of the lack of excitations below the spin gap? Can
we increase our precision such that we are able to obtain clear spectrum of the spin
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4. Spin liquid emerging in two-dimensional correlated Dirac fermions

excitations?
In response to the publication of our results presented here, already a number of

papers has been published which aim to shed further light on the intermediate phase.
We are looking forward to future investigations of the half-filled Hubbard model on the
honeycomb lattice.
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SU(N)
Hubbard-Heisenberg
model on the honeycomb 5
Symmetry is central to physics not merely as a mathematical aid but constitutes a con-
ceptual tool. Generalizing SU(2) symmetric models to higher symmetry SU(N) enables
us to obtain an analytically solvable model in the limit N → ∞, and for finite N it
provides the setup in which one can explore strong correlation physics that arises from
quantum fluctuations. Correlations can be large enough to melt any form of classical
order, leading to various exotic states. Such SU(N) models can accommodate several
types of symmetry broken and disordered states and allow naturally for quantum states
of matter. This enables us to study the melting of phases as correlations change by
varying the degree of symmetry N .

5.1. Introduction

As N decreases from large values down to the physical limit of N = 2 fluctuations in-
crease. Starting from N → ∞ this requires the inclusion of fluctuations about the mean-
field state. In principle, this problem can be recast in the form of a 1/N perturbative
analysis of gauge fields strongly coupled to fermionic matter. Unfortunately, the lack of
control makes it hard to quantify the reliability of such an expansion in the physically
most important SU(2) case. This makes it essential to explore the ground state prop-
erties with unbiased methods to determine how far perturbative approaches at large-N
including 1/N corrections can be trusted. Non-frustrated two dimensional systems prove
to be most efficiently tackled by means of quantum Monte Carlo (QMC): Recently, Beach
et al. presented the ground state phase diagram of the SU(N) Heisenberg model on the
square lattice as a function of continuous N using a conjugate representation. They
found a continuous quantum phase transition from a valence bond crystal to the anti-
ferromagnet – a transition beyond the Landau Ginzburg Wilson paradigm as it directly
connects two phases of different broken symmetries [99]. Another intriguing phase dia-
gram obtained by QMC simulations has been presented by Assaad [19]; in the half-filled
SU(N) Hubbard Heisenberg model on the square lattice quantum fluctuation at N = 4

99



5. SU(N) Hubbard-Heisenberg model on the honeycomb

were found to be large enough to prevent any form of order, leading to a gapless quantum
spin liquid amidst Néel, π-flux and valence bond crystal phases.

Inspired by the rich phase diagrams of SU(N) models, we study the Hubbard Heisen-
berg quantum antiferromagnet on the honeycomb lattice. Two dimensional honeycomb
structures are of particular interest, owing to their unique properties (see Sec. 1.1) and
the accelerating advances in their synthesis with constituent atoms of the group IV,
and binary compounds of the groups III-V and groups II-VI [213, 215, 1]. The low
coordination number z = 3 puts the dimensionality of the hexagonal lattice in between
the linear chain and the square lattice, thus fluctuations can be expected to play an
important role. A specific feature is the Dirac-like dispersion of the tight-binding band
structure with its point-like Fermi surface at the Brillouin zone boundary: the nodal-
or K-points. The linearly vanishing density of states at the Fermi level is the cause for
the robustness of the system against superconducting and magnetic instabilities. Weak
local Coulomb repulsion only renormalizes the Fermi velocity and the system remains
in a paramagnetic state. However, a sufficiently large interaction causes the semimetal
ground state to become unstable, and turns the system into an insulator. Once a dy-
namical gap is generated, the low energy properties of the system fundamentally change.
The authors have shown recently the unexpected emergence of a quantum spin liquid in
the half-filled SU(2) Hubbard on the honeycomb lattice [137] – a state which could not
have been foreseen starting from the large-N limit.

In this chapter we present basic properties of the special unitary group and we in-
vestigate the reliability of 1/N corrections to large-N results by means of numerically
exact QMC simulations. We study the melting of phases as correlations increase with
decreasing N in the SU(N) Hubbard Heisenberg model on the honeycomb lattice and
determine wether the quantum spin liquid found in the SU(2) Hubbard model at inter-
mediate coupling is a specific feature, or exists also in the t-J model.

5.2. The special unitary group

Groups, their properties, their representations and their implications are a vast topic on
their own and are covered in detail in countless books, some of them being [228, 229,
230, 231, 232]. In the following we will give some basic facts on the special unitary
group, its representations and the useful Fierz identity, all which are important for the
investigation covered in this chapter.

5.2.1. Basic properties

The special unitary group of degree N , denoted SU(N), is the group of unitary matri-
ces (of size N × N in the fundamental representation) with determinant 1 and matrix
multiplication as the group operation. This group is an inherent part of the standard
model in particle physics and also finds wide application in condensed matter since the
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5.2. The special unitary group

symmetry of the electron’s spin degree of freedom is effectively represented by elements
of SU(2). Here are some basic fact about the group:

Any unitary matrix U satisfies U †U = 1 and can be written as

U = eiH , (5.1)

where H is hermitian (H† = H) and H = −i lnU . The unitarity of the group implies
detU = 1 and hence the tracelessness of H:

detU = eTr[lnU ] = eTr[iH] = 1 → TrU = 0 . (5.2)

The considerations above imply that any N × N unitary matrix with unit determinant
can be generated by an N × N traceless hermitian matrix.

The SU(N) algebra is generated by N2 operators, which satisfy the commutator
relationship

[Sij , Skl] = δjkSil − δilSkj , (5.3)

where i, j, k, l = 1, 2, . . . , N . However, one of these operators S0 =
∑N

i=1 Ôii satisfies
[S0, Sij ] = 0 which implies that the number of independent generators of SU(N) is
(N2 − 1). Another approach to determine the number of generators, or independent
group parameters, is to consider the generator matrix U = eiH . Since the diagonal el-
ements of H must be real (Hii = H∗

ii), the tracelessness condition allows for (N − 1)
independent parameters. Additionally there are the (N2 − N) complex off-diagonal
elements, each corresponding to two real parameters. Yet this factor of two is can-
celled by the hermitian condition (Hij = H∗

ji). In total N × N unitary matrices have

(N − 1) + (N2 − N) = (N2 − 1) independent parameters.
As already pointed out in Sec. 1.3.2, SU(N) contains the subgroups [43]

SU(N) ⊃ SU(p) × SU(N − p)× U(1) , for p > 1 , N − p > 1 . (5.4)

While the special unitary groups themselves are non-abelian (its elements do not com-
mute, c.f. Eq. (5.3)) they contain an abelian center which is isomorphic to the cyclic
group ZN . For SU(2) the center is Z2 and consists of the matrices 1 and −1.

5.2.2. Group representations

The choice of the representation of the symmetry group defines the physical interpre-
tation. Different representations result in different eigenvalues of the Casimir invari-
ants. Hence different spin degrees of freedom and multiplet-structures allow for different
ground states. Additionally, translational symmetries of the lattice might not be pre-
served [233, 234, 105, 235].

A practical way to illustrate different representations of the special unitary group
SU(N) is to use Young tableaux. These diagrams consist of N boxes in a particular
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5. SU(N) Hubbard-Heisenberg model on the honeycomb

arrangement: each box may be interpreted as a basis vector, where their horizontal (ver-
tical) arrangement corresponds to the symmetric (anti-symmetric) combination. Taking
the familiar example of the SU(2)-singlet and the non-magnetic SU(2)-triplet in the Sz

basis the Young tableaux are

J

(5.5)

The enumeration follows the simple rule, that boxes to the right and the leftmost in next
column must carry an equal or larger number. For N = 2 and two boxes one can have
the arrangements

(5.6)

The boxes above correspond to the singlet and the three triplets. All possible arrange-
ments of the N boxes for the group SU(N), according to this rule, correspond to the
dimensionality of the matrix representation. While some representations can be split into
smaller arrangements the representation of smallest dimensionality is the irreducible, or
fundamental representation. For SU(N) groups this is represented by a single Young
tableau as shown in panel 5.7a, below. As there are N different boxes, group elements
can be represented by N -rank matrices at the smallest.

(5.7)

For electronic systems each box can be identified with a fermion of a different flavor,
hence the filling of a lattice is given by the number of boxes (fermions) distributed on
the lattice. The antisymmetric, self-conjugate representation representation considered
throughout this chapter is represented by Young tableaux with one column of N/2 boxes
per site as shown in panel (b) for the example of SU(4). Here i and j denote site indices
on different sublattices. The vertical arrangement denotes the antisymmetry of the
flavor indices (and hence the state) with respect to permutations. The product of two
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5.2. The special unitary group

self-conjugate representations on different sites leads to the multiplet structure given by

(5.8)

where the state p = 0 is the only totally antisymmetric combination of tableaux repre-
senting the SU(N)-singlet. The local Hilbert space has dimension 2N and is spanned by
the states

N
∏

α=1

(c†i,α)
uα
∣
∣0
〉

, with uα = {0, 1} . (5.9)

For localized spin systems the most commonly used representation is the conjugate rep-
resentation with (N − 1) boxes on one sublattice and a single box on the other shown in
panel (c). These are the fundamental and the anti-fundamental representations on dif-
ferent sublattices, respectively. This representation allows to easily describe the ground
state in terms of valence bonds (singlets) connecting odd and even sites. Yet the con-
jugate representation clearly distinguishes between the sublattices and hence breaks
translation symmetry of the lattice – a property which is crucial to maintain in itinerant
electron systems. In contrast, the totally anti-symmetric representation (b) preserves
translational symmetry and is the representation of choice in our investigation here.

The representation not only afflicts lattice symmetries, but also sets the magnitude of
the spin. Thanks to Perelemov and Popov [236] we know the quadratic Casimir invariant
for the different representations (as a function of p, c.f. 5.8) takes the values

SαβSβα = c†αcβc
†
βcα = (N2 +N − p(2N + 1 − p))/8 . (5.10)

Here α,β denote the flavors which run from one to N . Hence for N > 2 and any
representation other than the fundamental the spin increases and yields values other
than S = 1

2 or S2 = 3
4 . Note that the limit N → ∞ is nevertheless different from the

classical limit S → ∞. Where the large-S limit kills quantization, the large-N limit is a
mean-field limit, still allowing for operators and commutation relations.

103



5. SU(N) Hubbard-Heisenberg model on the honeycomb

5.2.3. A concrete example: SU(4)

In order to answer the question what an SU(N) ground state actually looks like we
choose N = 4 as an example to illustrate the ground state and the definition of so called
flavor-singlets.

For a half-filled, bipartite lattice in the large-U limit of no double occupation and
N/2 boxes per site, such that no flavor has a majority, one can put one of the six flavor
combinations {(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4)} on each sublattice. Here we use the

shortcut (i, j) to denote the antisymmetric combination of the boxes i and j . The
remaining flavor combination on the other sublattice follows naturally. In the large-U
limit of no double occupation, the Hilbert space for a single site is

span{c†i,1c
†
i,2

∣
∣0
〉

, c†i,1c
†
i,3

∣
∣0
〉

, c†i,1c
†
i,4

∣
∣0
〉

, c†i,2c
†
i,3

∣
∣0
〉

, c†i,2c
†
i,4

∣
∣0
〉

, c†i,3c
†
i,4

∣
∣0
〉

} . (5.11)

For two sites, the possible states and their multiplicities are

(5.12)

An exact theorem by Lieb [195] states that for finite systems the ground state must be a
non-degenerate singlet for any finite value of U > 0. Indeed, contracting two sites there
is only one non-degenerate, singlet-state given by the totally antisymmetric combination
of Young tableaux for p = 0. Using exact diagonalization for large values of U we were
able to determine the ground state of the SU(4) large-U Hubbard model, which yields

∣
∣0
〉

=
1√
6

( ∣
∣(1, 2), (3, 4)

〉

︸ ︷︷ ︸

1!

−
∣
∣(1, 3), (2, 4)

〉

︸ ︷︷ ︸

2!

+
∣
∣(1, 4), (2, 3)

〉

︸ ︷︷ ︸

3!

+
∣
∣(2, 3), (1, 4)

〉

︸ ︷︷ ︸

4!

−
∣
∣(2, 4), (1, 3)

〉

︸ ︷︷ ︸

5!

+
∣
∣(3, 4), (1, 2)

〉

︸ ︷︷ ︸

6!

)

. (5.13)

The ground state must comprise an SU(4)-singlet, which is no longer of the simple
structure known from SU(2). According to [233, 234] there should also be N/2 singlets
emanating from each site. Indeed, one can form two singlets as antisymmetric con-
tractions of indices similar to the well known SU(2) structure, e.g., ( 1!− 5!)/

√
2 and

( 4!− 2!)/
√
2, or other combinations. We identify these singlets as flavor -singlets.

5.2.4. The SU(N) generators

Increasing the number of flavors puts us out of our comfort zone. As we have seen, the
ground state for N > 2 is a non-trivial superposition of different flavor-combinations on
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the sublattices other than we are used to describe in terms up-, and down-spins. There
is a simple way out in understanding these states – just stick to the (broken) symmetries.
Instead of developing a complicated physical picture of states of higher symmetry N , one
can solely focus on the familiar correlation functions and order parameters which measure
certain symmetries. Their algebraic structure hardly changes and allows to rely on SU(2)
analogs like magnetization (spin-symmetry breaking), dimerization (translational- and
rotational-symmetry breaking) and coherence (phase breaking).

The spin generators can be easily generalized to more flavors [39]

S̃i,α,β = c†i,αci,β , (5.14)

where α, β denote the flavors running from 1, . . . , N . The generators obey the SU(N)
algebra under the (local) constraint for the fermions

∑

α

c†i,αci,α = N/2 , (5.15)

which ensures spin-only algebra at the filling of one particle per site. While this con-
straint is fulfilled in spin-systems by their very definition, in itinerant electron systems
charge fluctuations are present and the constraint is included into the generators to

guarantee the tracelessness TrS(a)
N = 0:

Si,α,β = c†i,αci,β − δα,β
1

N

∑

γ

c†i,γci,γ . (5.16)

The Kronecker-Delta takes care of the diagonal contributions (the equivalents to Sz)
and imposes the constraint from Eq. (5.15). For example at SU(2) the sum runs over
the flavors α,β ∈ {↑, ↓} and

Si · Sj =
∑

α,β

Si,α,βSj,β,α

=
∑

α,β

(

c†i,αci,β − δα,β
1

N

∑

γ

c†i,γci,γ
)(

c†j,βcj,α − δα,β
1

N

∑

γ

c†j,γcj,γ
)

N=2
= (c†i↑ci↑ −

1

2
ni)(c

†
j↑cj↑ −

1

2
nj) + (c†i↑ci↓)(c

†
j↓cj↑)

+(c†i↓ci↑)(c
†
j↑cj↓) + (c†i↓ci↓ −

1

2
ni)(c

†
j↓cj↓ −

1

2
nj)

= S+
i S

−
j + S−

i S
+
j + 2Sz

i S
z
j . (5.17)

The sum over two flavors will generate N2 spin operators. From these one can construct
the (N2−1) generators in the irreducible representation since there are only (N2−1) in-
dependent operators. However, as long as the operators applied to any element of SU(N)
can create all other elements, independently whether they are a linear combination of
the original (N2 − 1), or the original (N2 − 1) themselves, we call them generators.
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5.2.5. Generators and the Fierz identity

The generators of the symmetry groups inherent in a system are the direct correspon-
dents to order parameters of a system. When investigating a specific state, one wants to
test wether or not certain a generator is broken. This is done by measuring correlation
functions which capture the symmetry breaking. In general they can be constructed out
of products of generators. The Fierz identity is very useful to easily compute the product
of generators in order to later Wick-decompose them. Here we derive the Fierz identity
for the fundamental matrix representation and the more general operator expressions of
spin-spin products:

We normalize the generators T a
N of the SU(N) spin algebra such that for N = 2 the

common definition of the total spin S2 = 3
4 holds, also known as the (first) quadratic

Casimir invariant. Assuming that we are in the fundamental representation of SU(N),
the first two Casimir invariants read [229]

C1(N) =
1

2
, C2(N) =

N2 − 1

2N
. (5.18)

This implies the definition

Tr[T a
NT b

N ] =
1

2
δab , T a

NT a
N = C2(N) · 1 . (5.19)

Note, that we sum over repeated indices according to the Einstein convention. Following
[237] these definitions allow to generalize the SU(2) Fierz identity to arbitrary N which
is used in the Wick decomposition of several observables: Any regular complex N × N
matrix can be expanded in the basis of diagonal and off-diagonal contributions given by
the set {1,Ta}, where the Ts are N × N matrices for the generators in fundamental
representation

A = c01+ caT
a , (5.20)

where

c0 =
1

N
Tr[A] , ca = 2Tr[A ·Ta] . (5.21)

Substituting Eq. (5.21) into Eq. (5.20), the matrix is defined by the elements

(A)ij =
1

N
δij(A)kk + 2 (A)lk(T

a)kl(T
a)ij . (5.22)

For any regular matrices the relation AA−1 = 1 holds, and we can multiply with A−1
lk

to rewrite the above

(A)ij(A)−1
lk =

1

N
δij(A)kk(A)−1

lk + 2 (A)lk(A)−1
lk (Ta)kl(T

a)ij

δilδkj =
1

N
δijδkl + 2 (Ta)ij(T

a)kl , (5.23)
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such that we get the generalized Fierz identity for the fundamental representation of two
generators of SU(N)

(Ta)kl(T
a)ij =

1

2
δilδkj −

1

2N
δijδkl . (5.24)

To double check, we can re-obtain the first of the (N − 1) quadratic Casimir invariants, if
we choose the indices of the l.h.s. to correspond to the matrix product of the generators.
The contraction of double indices yields

(C2(N) · 1)ik = (Ta)ij(T
a)jk =

1

2
δikδjj −

1

2N
δijδjk = δik

N2 − 1

2N
. (5.25)

Another way to derive the generalized Fierz identity is to start from the operator defi-
nition of the SU(N) generators, here with site index i, j and flavors α,β

Sr,α,β =
1√
2

(

c†i,αci,β − δαβ
1

N

∑

γ

c†i,γci,γ
)

. (5.26)

The product of the generators then yields

Si,α,βSj,β,α =
1

2

(

c†i,αci,β − δαβ
1

N

∑

γ

c†i,γci,γ
)(

c†j,βcj,α − δαβ
1

N

∑

γ′

c†j,γ′cj,γ′
)

=
1

2

∑

α,β

c†i,αci,βc
†
j,βcj,α

−
1

2N

∑

α,β

δαβ
(∑

γ

c†i,γci,γ
)

c†j,βcj,α

−
1

2N

∑

α,β

δαβc
†
i,αci,β

(∑

γ′

c†j,γ′cj,γ′
)

+
1

2N2

∑

α,β

δαβδαβ
(∑

γ

c†i,γci,γ
)(∑

γ′

c†j,γ′cj,γ′
)

.

The last two terms cancel each other and we obtain the operator version of the Fierz
identity (cf. Eq. (5.24))

Si,α,βSj,β,α =
1

2

∑

α,β

c†i,αci,βc
†
j,βcj,α −

1

2N

∑

α,β

c†i,αci,αc
†
j,βcj,β . (5.27)

Let us note here that the generalization of the Fierz identity given above is derived from
the matrices in the fundamental representation. While the matrix representation defines
the total spin (cf. Eq. (5.24)), the operator expression Eq. (5.27) is independent of the
representation.
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5.3. SU(N) Hubbard Heisenberg model

The SU(N) Hubbard Heisenberg model at half-filling reads H = Ht +HU +HJ , where

Ht = −t
∑

r,r′

∑

α

(

a†r,αbr′,α + b†r′,αar,α
)

,

HU =
U

N

∑

r





(

∑

α

a†r,αar,α −
N

2

)2

+

(

∑

α

b†r,αbr,α −
N

2

)2


 ,

HJ = −
J

N

∑

r,r′

(

D†
r,r′Dr,r′ +Dr,r′D

†
r,r′

)

. (5.28)

Here a†r,α creates a fermion of flavor α on sublattice A in unit cell r. The associated

density operator on sublattice A is nr =
∑

α a
†
r,αar,α. Operators for sublattice B are

defined accordingly. Owing to the bipartite nature of the lattice, hopping with matrix
element t occurs only between nearest neighbor orbitals A and B of unit cells related by
the set of vectors r− r′ = {0,a1 − a2,−a2}.

The operators in the Heisenberg term HJ are defined as Dr,r′ =
∑

α a
†
r,αbr′,α. At

N = 2 the spin exchange term can be also expressed as

HJ =
J

N

∑

r,r′

Sr · Sr′ + [(nr − 1)(nr′ − 1) − 1] . (5.29)

Here we use the fermionic representation of the spin 1/2 operators on a sublattice

S = 1
2

∑

α,β a
†
ασα,βaβ , where σ is the vector of Pauli matrices. In the strong coupling

limit U/t → ∞ charge fluctuations are suppressed and one obtains the Heisenberg inter-
action which can be generalized to SU(N)

Sr · Sr′ =
∑

r,r′

∑

α,β

Sr,α,βSr′,β,α , (5.30)

which creates flavor-singlets on the bonds connecting r and r′. These bonds are com-
monly referred to as valence bonds. The operators

Sr,α,β =
1√
2

(

a†r,αar,β − δα,β
1

N

∑

γ

a†r,γar,γ
)

, (5.31)

(Sr′,α,β for sublattice B, accordingly) correspond to the generators of the SU(N)s spin
symmetry group of the Hamiltonian in Eq. 5.28. They satisfy the commutation relations
[Sα,β,r, Sγ,δ,r′ ] = δrr′(δγ,βSα,δ,r − δα,δSγ,β,r).

Equivalent to the SU(2) Hubbard model at half-filling (ρ = 1) the particle hole trans-

formation in one flavor channel: a†r,α → ar,α, b
†
r,α → −br,α leads to the doublon creator
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η† =
∑

r,r′
∑

α,β(a
†
r,αa

†
r,β − b†r′,αb

†
r′,β). It has been shown for N = 2 that

∣
∣Ψ
〉

= (η†)n
∣
∣Ψ0

〉

represent eigenstates of the Hamiltonian [41]. For a pair of flavors the generators η form
an SU(2) algebra and are associated with charge (double occupancy). The symmetries
can be naturally generalized from the SU(2) case to SU(N), such that the Hamiltonian
in Eq. 5.28 is invariant under symmetry operations out of SU(N)s × SU(N)c/ZN (see
Sec. 1.3.2).

The choice of the representation of the symmetry group defines the physical interpre-
tation. Following [105, 233, 234, 19] in this work we use the antisymmetric, self-conjugate
representation defined by the local constraint

∑

α

a†r,αar,α =
∑

α

b†r,αbr,α = ρ
N

2
, (5.32)

such that at half-filling (ρ = 1) we have N/2 electrons per site. As we allow for charge
fluctuations this representation is sustained by the constraint (5.32) on average. This
representation preserves translational symmetry and allows to capture the crucial com-
petition between quantum mechanical instabilities.

In the following the Hubbard Heisenberg model considered in this paper is obtained
by setting U = 0 in Eq. (5.28). It is well known that the Hubbard term in the large-N
approximation is insufficient to break a continuous symmetry spontaneously, allowing for
paramagnetic states only. Hence, the large-N results are not affected by a finite value of
U . For finite N we expect the local Coulomb repulsion to only shift the phase boundaries
and the model to become more and more Heisenberg-like. Furthermore, choosing U = 0
allows to significantly reduce the computational costs. We want to point out that this
definition of a t-J-type model does not restrict phase space to singly occupied sites.
Charge fluctuations and doubly occupied sites (although they are suppressed) can occur.
We will refer to it as the unconstrained t-J model. The influence of charge fluctuations
will be discussed.

5.4. Large-N Limit

The large-N limit and the mean field (MF) approximation lead to the same saddle
point equations, which means they represent the very same limit starting from two
different approaches. Either starting from a path integral formulation [234, 19], or
the Hamiltonian [39], MF theory gives the most likely quadratic Lagrangian, or single-
particle Hamiltonian that approximates the energy and correlations of the model in
question.

The MF approximation is in close relation to Fermi-liquid theory. Developed by Lan-
dau, it is a one to one correspondence between interacting fermions and non-interacting
quasi-particles [238]. The interacting ground state is assumed to have a sharp Fermi
surface, which results in well defined quasi-particles close to the Fermi level. This is due
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5. SU(N) Hubbard-Heisenberg model on the honeycomb

to Pauli’s principle which blocks the scattering inside the Fermi sea (the only allowed
scattering mechanism is by creating electron-hole pairs), resulting in a quasi-particle life-
time which is much longer than the inverse of the excitation energy. The quasi-particles
behave like electrons in a noninteracting system, and as a consequence, the Fermi-liquid
properties are described by the same expressions as the corresponding Fermi-gas ones.
Thus it is possible to account for the effect of interactions by renormalizing model pa-
rameters, such as the effective mass.

This fundamental idea is also realized in the MF approximation. In general, the
infinite number of degrees of freedom are divided into two sets. While a small set of
degrees of freedom is treated exactly, the effects of the remaining degrees of freedom are
summarized as a MF acting on the first set. Within this approach one approximates
the full Hamiltonian by neglecting the influence of quantum fluctuations. Minimizing
the free energy with respect to a control parameter leads to an Ansatz for a solution
which is then determined self-consistently. This local approximation becomes exact in
the limit of infinite coordination number, or equivalently, infinite dimensions.

For some operators A, B we define the deviations from their thermodynamical mean

A =
〈

A
〉

+ (A −
〈

A
〉

)

B =
〈

B
〉

+ (B −
〈

B
〉

) , (5.33)

and consider the fluctuations of their correlations to be small, such that

0 1
(

A−
〈

A
〉) (

B −
〈

B
〉)

AB 1
〈

A
〉〈

B
〉

+A(B −
〈

B
〉

) +B(A−
〈

A
〉

) . (5.34)

Let us note here again, that (in general) the unbiased MF-decoupling of local inter-
actions, like the Hubbard local Coulomb repulsion, leads to a trivial MF Hamiltonian
which is only shifted by an energy proportional to the MF control (order) parameter.
This can be overcome by explixit breaking of symmetries, like the spin-rotational-, or
sublattice symmetry. Of course, this choice biases towards this certain type of sym-
metry breaking. In this investigation we want to start out from an unbiased approach
in order to enhance correlations with decreasing N , which will eventually break SU(N)
spin rotational symmetry spontaneously. The Hubbard term in our Hubbard Heisenberg
model would only contribute a constant energy shift to the MF decoupling and we will
set U/t = 0.

Starting from the operators for the Heisenberg term in Eq. (5.28) (Dr,r′ =
∑

α a
†
r,αbr′,α),

we define the deviation operators

Dr,r′ = 〈Dr,r′〉 +
(

Dr,r′ − 〈Dr,r′〉
)

, (5.35)
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5.4. Large-N Limit

such that

D†
r,r′Dr,r′ =

[

〈Dr,r′〉 +
(

D†
r,r′ − 〈Dr,r′〉

) ][

〈Dr,r′〉 +
(

Dr,r′ − 〈Dr,r′〉
)
]

= 〈Dr,r′〉〈Dr,r′〉+ 〈Dr,r′〉
(

Dr,r′ − 〈Dr,r′〉
)

+
(

D†
r,r′ − 〈Dr,r′〉

)

〈Dr,r′〉

+
(

D†
r,r′ − 〈Dr,r′〉

)(

Dr,r′ − 〈Dr,r′〉
)

︸ ︷︷ ︸

=0

= Dr,r′〈Dr,r′〉+D†
r,r′〈Dr,r′〉 −

∣
∣〈Dr,r′〉

∣
∣
2
. (5.36)

We define the mean-field values 〈Dr,r′〉 by the complex parameters Zr,r′ . This allows to

restate the SU(2) Heisenberg Hamiltonian HJ = −J
4

∑

r,r′

(

D†
r,r′Dr,r′ +Dr,r′D

†
r,r′

)

as

HMF = Ht +HMF
J

= −t
∑

r,r′

(

D†
r,r′Dr,r′ + h.c.

)

−
J

2

∑

r,r′

(

D†
r,r′〈Dr,r′〉 +D†

r,r′〈Dr,r′〉 −
∣
∣〈Dr,r′〉

∣
∣
2
)

= −t
∑

r,r′

(

D†
r,r′Dr,r′ + h.c.

)

−
J

2

∑

r,r′

(

D†
r,r′Z

∗
r,r′ +D†

r,r′Zr,r′ − Zr,r′Z
∗
r,r′

)

=
∑

r,r′

(

t′Dr,r′ + t′∗D†
r,r′ +

J

2
Zr,r′Z

∗
r,r′

)

. (5.37)

Here we introduced the renormalized hopping t′ = −t− J
2Zr,r′ to emphasize the fact

that the MF model is a one-particle Hamiltonian. Minimizing the free energy yields the
saddle point equations

F (Zr,r′) = −
1

β
lnTr e−βH

MF(Zr,r′ ) ,

∂F

∂Zr,r′

!
= 0 → 〈Dr,r′〉

!
= Zr,r′ , (5.38)

which become exact in the large-N limit. Notice that the creation and annihilation
operators used in the operators above (Eq. (5.35) etc.), are not N -flavored spinors, but
correspond to spinless fermion operators.

As has been shown for the square lattice this mean-field Hamiltonian is unstable
towards a staggered flux pattern and dimerization due to the Fermi surface instability
caused by the perfect nesting of the tight binding model. Although the limit N → ∞
allows to obtain simplified Hamiltonians, their solution still remains not completely
trivial. This situation especially becomes difficult as one allows for a large number of
degrees of freedom. Here, we solve the mean-field equations for a 256 × 256 lattice of
six site (nine bonds) unit cells which retain the C6,v symmetry of the lattice. This
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5. SU(N) Hubbard-Heisenberg model on the honeycomb

Fig. 5.1.: Definition of the six site unit cell used to solve the saddle point equations self-consistently (a).
The corresponding nine bonds of the chosen unit cell are shown in red. Red arrows on the centers of the
plaquettes depict a possible flux-pattern arising on the honeycomb lattice which could be realized with
this large unit cell. Indeed, no (staggered) flux phase emerges in the large-N limit. Staggered order (b)
and plaquette order (c) are metastable dimerized states. For small values of t/J < 0.21 a star-shaped
dimerization pattern (d) forms, spontaneously breaking translational symmetry of the lattice. The dimer
patterns and the corresponding energies are obtained for t/J = 0.1, N = 6× L2 = 6× 2562.

setup allows to obtain a large number of possible states. In Fig. 5.1a the definition of
the six site unit cell with the corresponding nine bonds is shown. Their orientation is
indicated by white arrows. Red arrows on the centers of the plaquettes depict a possible
flux-pattern which could arise on the honeycomb lattice and could be realized with this
choice of unit cell.

To solve the saddle point equations (5.38) self-consistently we define the opera-

tors for the six-site unit cell in the spinor Ψ
†
k = (a†k, b

†
k, . . . , f

†
k). The Hamiltonian

H =
∑

kΨ
†
kH

MF
k Ψk can be brought to diagonal form with a unitary transformation
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5.4. Large-N Limit

H =
∑

k

Ψ
†
k

1
︷ ︸︸ ︷

U
†
kUk HMF

k

1
︷ ︸︸ ︷

U
†
kUk Ψk

=
∑

k

Ψ
†
kU

†
k

︸ ︷︷ ︸

γ†
k

UkH
MF
k U

†
k

︸ ︷︷ ︸

(E1,...,E6)k·1

UkΨk
︸ ︷︷ ︸

γk

=
∑

n,k

En,kγ
†
n,kγn,k . (5.39)

Here we defined the quasi-particle operators γ related to the original particle operators
via

γ† = Ψ†U† , γ = UΨ ←→ Ψ† = γ†U , Ψ = U†γ , (5.40)

and En,k is the n-th eigenvalue at momentum k. The diagonalization of the Hamiltonian
allows to measure expectation values for the parameters Z =

〈

Ψ†Ψ
〉

=
〈

γ†UU†γ
〉

on the
bonds spanned by r, r′. Feeding the expectation values back into the Hamiltonian the
procedure is repeated until self-consistency is achieved and the saddle point equations
(5.38) are fulfilled. This way we are able to obtain solutions for the parameters Zr,r′

which are proportional to the bond strength and carry a flux φ,

Zr,r′ = rr,r′e
iφr,r′ ,

rr,r′ = Z∗
r,r′Zr,r′ ∝ Sr · Sr′ + const .

(5.41)

For a large ratio t/J hopping dominates and all parameters Zr,r′ are equal and real, thus
the system is semimetallic. Below a critical value of t/J = 0.21 we find the parameters
of minimal energy can be expressed by the two bond strengths rA and rB

r1 = r2 = r3 = rA ,
r4 = r5 = r6 = r7 = r8 = r9 = rB ,

φi = 0 .
(5.42)

For rA "= rB (or equivalent degenerate solutions) this corresponds to the star-shape pat-
tern shown in Fig. 5.1d, also known as Kekule texture. This three-fold degenerate
groundstate spontaneously breaks lattice rotational and translational symmetry. Fig-
ures 5.1b and 5.1c are metastable solutions close to the true ground state. The dimer-
ization pattern is consistent with the approximative solution found in Ref [239]. The
energy per unit cell for homogeneous bond strength at t/J = 0.1 is E0 = −1.0921).

The evolution of the dimerization order parameter and the flux is pictured in Fig. 5.2.
In contrast to the large-N t-J model on the square lattice, where the dimerization is
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5. SU(N) Hubbard-Heisenberg model on the honeycomb

Fig. 5.2.: Dimerization (circles) and flux order parameters (triangles) as a function of hopping over
spin exchange. There exists no persistent flux. The inset shows the results for the square lattice for
comparison, the panels on the right show the one particle spectral function close to the phase transition
from a band insulator to a semimetal.

accompanied by the emergence of a staggered flux pattern [19], on the honeycomb lattice
the flux φ remains zero over the whole parameter space. For comparison, the inset shows
the same quantities for the square lattice. There a d-density wave ground state, which is a
semimetal with a homogeneous phase on all bonds, is unstable towards box dimerization
below t/J ≈ 0.17 [19]. The two plots on the right hand side show the energy spectrum
along the high symmetry path of the hexagonal Brillouin zone and close to the phase
transition. Here, the nodal point is shifted to the Γ-point because of the structure of
the six site unit cell. In the semimetal phase the low energy spectrum is linear in k and
gapless. As one enters the dimerized phase the unit cell triples and the first Brillouin
zone is cut in thirds. At the boundaries of the new Brillouin zone the band degeneracy
is lifted by the K-periodic potential of the dimer-pattern and an excitation gap opens.

The stability of the large-N results can be tested and improved by means of random
phase approximation, where essentially, Gaussian fluctuations of order 1/N around the
saddle point solution are taken into account. However, the SU(N) generalized formu-
lation of the projector QMC allows to tackle arbitrary values of N exactly, such that
we will use QMC at a large value of N to test the stability of the dimerization against
correlations.

5.5. Projector quantum Monte Carlo for SU(N)

To capture the complex interplay of a multitude of degrees of freedom at finite N we
employ ground state (T = 0) projector QMC (PQMC), which has been introduced in
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5.5. Projector quantum Monte Carlo for SU(N)

Sec. 1.2 and which has been proven to be an unbiased and controlled method to solve
the SU(N) Hubbard Heisenberg model exactly at arbitrary (even) values of N . Due to
the absence of a sign-problem in determinantal QMC simulations in the half-filled case,
it is the method of choice for extrapolations to the thermodynamic limit (TDL), leading
to essentially exact results limited only by the statistical noise. A detailed description
of the algorithm is given in [19, 10]. We will now explain technical details required to
carry out efficient simulations at SU(N) symmetry.

The Monte-Carlo approach relies on the path integral formulation of the partition
function. The imaginary time axis can be Trotter decomposed into m imaginary time
slices where m∆τ = β. This introduces a systematic error of order (∆τ t)2. We found
a finite imaginary time-step ∆τ t = 0.05 to be sufficiently small and verified by extrap-
olating ∆τ → 0 that this finite imaginary time step produces no artifacts. Using the
Hubbard Stratonovich (HS) transformation two-body terms can be decoupled at the
cost of bosonic fields represented by a complex variable zb per bond b. The partition
function in the limit ∆τ → 0 is given by a functional integral over the space and imagi-
nary time dependent HS fields {z} , {z̄} as

Z ∝
∫
∏

b

DRezb(τ)DImzb(τ) e
−NS({z},{z̄}). (5.43)

The action reads

S({z} , {z̄}) =
∫

dτ J
∑

b

|zb(τ)|2

︸ ︷︷ ︸

S0

− ln Tr
[

T e−
∫ β
0 dτh(τ)

]

︸ ︷︷ ︸

S′

,

with h(τ) being the interacting part of the Lagrangian (Hamiltonian) which is mapped
onto the noninteracting field of auxiliary spins by the HS transformation (c.f. Sec. 1.2).
In general, e−NS(z,z̄) is not a positive quantity which leads to the notorious sign problem
in Monte Carlo simulations. However, at half-band filling and even values of N particle-
hole symmetry leads to the absence of a minus-sign problem. At this filling, and under
the canonical transformation

a†r → −ar , b†r → br , (5.44)

the Hamiltonian h(τ) transforms as h(τ) → h(τ). This implies that S′ = S′, hence S′ is
real and

e−NS = e−NS0

[

Tr
[

T e−
∫ β
0 dτh(τ)

]]N
, (5.45)

is positive. The equation above also reflects the realization in the Monte Carlo simula-
tion, where S′ is represented by a determinant which is the same for all N flavors.
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5. SU(N) Hubbard-Heisenberg model on the honeycomb

Interested in the ground state properties, we choose a projective method. We choose
a trial wave function of the form

∣
∣ΨT

〉

=
∣
∣ΨT

〉

1
⊗
∣
∣ΨT

〉

2
⊗ · · · ⊗

∣
∣ΨT

〉

N
, (5.46)

which is assumed to have a finite overlap
〈

ΨT

∣
∣Ψ0

〉

(which is generally fulfilled for finite
systems). Here

∣
∣ΨT

〉

α
is the ground state of the single particle Hamiltonian in the flavor

α Hilbert subspace

H0
α = −t

∑

r,r′

a†r,αbr′,α exp

(

2πi

Φ0

∫ r′

r

d' ·A

)

+ h.c. . (5.47)

Here, Φ0 = he/c is the flux quantum. We choose a thrusted flux Φ/Φ0 sufficiently small
such that it is negligible within the achieved numerical accuracy to guarantee the non-
degeneracy of the trial wave function such that the simulation can converge to a distinct
ground state (c.f. Sec. 1.2). The projection parameter Θ used to obtain the ground state
wave function

∣
∣Ψ0

〉

= −ΘH
∣
∣ΨT

〉

is typically Θt = 30 (plus the imaginary time used for
the propagations of unequal time correlations functions).

Simulations are performed for systems of linear size L = 3, 6, 9, 12, 15 and 18 with
2L2 sites to capture the nodal points. Compared to the square lattice, on the honeycomb
lattice, finite size effects are much more pronounced due to large fluctuations and the
reduced coordination number. A rough estimate using linear spin wave theory predicts
that the asymptotic scaling of the staggered magnetization with system size is reached
for linear dimension L ≥ 36, only. Therefore we will include higher orders of 1/L in our
finite size extrapolations.

5.6. Finite N

Our results are summarized in the phase diagram shown in Fig. 5.3. Here, we consider
the half-filled unconstrained t-J model as a function of N and t/J . The t = 0 line corre-
sponds to the Heisenberg model where charge fluctuations are completely suppressed. In
the large-N limit, the data stems from the mean-field calculation given in Sec. 5.4. All
our simulations are carried out with the projective QMC algorithm discussed in Sec. 1.2.

From large-N down to N = 4 we essentially reproduce the saddle point result with
a somewhat larger value of t/J , reflecting the instability of the semimetal in favor of
the star-shape spin-dimerized phase or valence bond solid (VBS). The phase diagram
provides a pedagogical example for the failure of an unbiased large-N approach to de-
scribe the SU(2) ground state. Even if one takes corrections to the large-N limit into
account, only the explicit breaking of symmetries allows to obtain a rough guess of the
true ground state. Indeed, two of the authors have recently shown the validity of a sym-
metry breaking mean-field treatment of the Hubbard model on the honeycomb lattice in
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5.6. Finite N

Fig. 5.3.: Phase diagram in the parameter space t/J and 1/N for even N . Crosses denote the parameter
ratio t/J for which QMC simulations have been carried out. For all N the system undergoes a quantum
phase transition (QPT) from a semimetal (SM) to a an insulator. While for N ≥ 4 the insulating state
is a star-shape VBS (Kekule texture), at N = 2 the semimetal and an antiferromagnetic (AF) insulator
are separated by an intermediate phase which we identify as a potential spin liquid (SL) [137].

the presence of a in-plane magnetic field in the weak and strong coupling regime [240].
However, in the intermediate coupling regime Hartree Fock mean field utterly fails to
reproduce the true ground state properties.

The most interesting feature of the phase diagram occurs at N = 2 where for in-
creasing t/J the spin-symmetry is spontaneously broken and the ground state is Néel
ordered. However, the opening of a single-particle gap and the onset of magnetization
in the antiferromagnetic (AF) phase do not coincide. Instead a supposedly disordered,
gapped spin-liquid phase precedes the transition separating semimetal and antiferro-
magnet. This scenario is in accordance with the SU(2) Hubbard model which has been
reported in [137].

We will now discuss ground state properties of the t-J model as a function of J/t and
for increasing correlations with decreasing N . In Sec. 5.6.1 we introduce the observables
considered to characterize the different phases for the exemplary case ofN = 10. Sections
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5. SU(N) Hubbard-Heisenberg model on the honeycomb

5.6.2 and 5.6.3 discuss the influence of enhanced correlations on the dimerized ground
state at large J/t and Sec. 5.6.4 treats the emergence of new phases at the SU(2) level.

5.6.1. SU(10) and observables

In order to test the stability of the star-shape dimerization obtained in the large-N limit
for large J (cf. Fig. 5.1d) we perform a PQMC simulation at the large value of N = 10
and J/t = 6.0. To detect whether the dimerization is persistent against the introduction
of correlations and to capture other types of symmetry breaking we measure observables
and correlation functions according to Eq. 1.23. For the correlation between two local
operators O1 and O2, we employ the short notation for the cumulant

〈〈O1O2〉〉 :=
〈

O1O2
〉

−
〈

O1
〉〈

O2
〉

. (5.48)

The structure factor SAF on one sublattice is associated with the antiferromagnetic
breaking of flavor-symmetry

SAF(q) =
∑

r

∑

α,β

eiqr 〈〈S0,α,β · Sr,β,α〉〉 . (5.49)

On the basis of the SU(2) case of spin-symmetry breaking we will refer to it as (staggered)
magnetization. Nearest neighbor AF order is established within the unit cell, where, e.g.,
the z-component of the magnetic moment points up on orbital A and down on orbital
B. The corresponding momentum at which the system orders is then q = Γ.

Our code allows for the efficient measurement of unequal-time correlation functions
[23]. For an observable O(q) we can compute

SO(q, τ) = 〈O(q, τ)O(−q, 0)〉 − δq,0〈O(0, 0)〉2 . (5.50)

The long imaginary time behavior allows us to extract the corresponding gaps without
the need to invoke Maximum Entropy. We can derive the primary low energy excitation
from a fit to the decay behavior of the unequal time correlations which gives us a lower
bound to the excitation spectrum and defines the excitation gap. As an example, Fig. 5.4
shows the imaginary time, one-particle Green’s function G(q, τ) =

〈

c†q(τ)c−q

〉

at one of
the nodal points K, located at the corner of the Brillouin zone. Since the data points
are correlated in imaginary time τ we consider the proper covariance matrix in our
least squares fits to the asymptotic slope of the Green’s function which take the form
y(τ) = a0 exp(−∆x). The inset shows the fitted slope, which corresponds to the single-
particle gap ∆sp, as a function of the fitting range which runs from τstart to the maximally
projected timescale. As can be seen the slope is constant over a large range of τstart.
The actual τstart for which the data is extracted is chosen with respect to the onset on
asymptotic scaling behavior of the Green’s function. Dotted lines in the inset show the
magnitude of the errorbars for a typically τstart ≈ 4.
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Fig. 5.4.: Exemplary unequal time Green’s functions G(q, τ ) =
〈

c†q(τ )c−q

〉

at the nodal point for different
system sizes. The inset shows the fitted slope, which corresponds to the single-particle gap ∆sp, as a
function of the fitting range [τstart:10]. Since data points are correlated in imaginary time τ we consider
the proper covariance matrix in our fits. Dotted lines show the errorbars for the τstart, which has been
actually taken to extract the gap.

The quality of the data allows us to safely determine the single-particle gap from
the unequal time one-particle Green’s function and the singlet-triplet gap (or spin gap)
from the unequal time spin-spin correlation. Unfortunately, for most of our parameters,
the unequal time density-density correlation decays rapidly to the order of numerical
accuracy, such that is not possible to reliably extract a charge gap.

Figure 5.5 shows the spin structure factor, the spin gap and the single-particle gap at
J/t = 6.0 as a function of 1/L. The fits performed are of the form y(L) =

∑Ni
i=0 aiL

−i,
where the order Ni depends on the number of available system sizes and is chosen
according to the least value of the sum of squared residuals, such that χ2/Ni ≈ 1. In the
particular case shown in Fig. 5.5 a fit of second order in 1/L gives the best result.

In accordance with the singlet formation predicted by the mean-field approach we find
a large spin and single-particle gap. The primary excitations in the flavor (spin) sector
out of the ground state correspond to the transformation of a singlet on a bond (i, j)
into a triplet at the energy cost of the singlet-triplet gap. Each flavor-singlet (triplet)
is an odd (even) superpositions of a pair of flavors α, β on the sites at r, r′ forming

a bond (a†r,αb
†
r′,β ∓ a†r,βb

†
r′,α), which is the contraction of arbitrary pairs of particle and

hole indices. Hence SU(N) flavor symmetry is conserved, as long as α "= β. This is
correctly reflected in the absence of long range magnetic order as SAF scales to zero.
It follows that singlet states have N/2 valence bonds emanating from each site. The
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Fig. 5.5.: N = 10 — Finite size extrapolation of the staggered susceptibility SAF, spin gap ∆s and
single-particle gap ∆sp in the star-shape valence bond crystal close to the large-N limit for J/t = 6.0.
The inset shows that both dimer-dimer correlations and bond-energy correlations extrapolate to a finite
value.

injection of an additional electron (e.g., via inverse photoemission spectroscopy (IPES))
on top of a dimerized ground state is a higher excitation since the single-particle gap is
significantly larger than the spin gap. The dimerized phase or VBS consists of flavor-
singlets (triplets) in an ordered pattern. A VBS is thus present when at least one flavor
pair orders along a geometric pattern of bonds.

To capture the formation of a valence bond solid we measure the dimer-dimer struc-
ture factor

Sdim(q) =
∑

r,r′,s,s′

∑

α,β,γ,δ

eiqr〈〈(S0,α,β · Sr′,β,α − 1/4)(Ss,γ,δ · Ss′,δ,γ − 1/4)〉〉 , (5.51)

where r, r′, s, s′ denote two pairs of nearest neighbor sites corresponding to two bonds.
The offset of −1/4 we will be omitted in finite size extrapolations and is used only in
real-space plots to emphasize the correlation patterns. A finite value in the thermody-
namic limit (TDL) corresponds to long range order of valence bonds which breaks the
translational and/or rotational symmetry of the lattice. From the ordering vector q the
geometry of the pattern can be deduced, which can be also and more easily distinguished
in the real-space correlation pattern of Sdim. In the definition in Eq. 5.51 we neglect the
influence of charge fluctuations (compare Eq. 5.29). Although charge fluctuations are
present, they are suppressed with increasing J/t and the observable clearly determines
the breaking of a lattice symmetry. The dimer-dimer structure factor is sensitive to

120



5.6. Finite N

singlet and triplet correlations. The inset of Fig. 5.5 shows the extrapolation to a finite
value of the dimer structure factor at K, which corresponds to the ordering vector of
the star-shape pattern.

In addition to the magnetic bond-bond correlations we measure the correlation of
the kinetic energy between bonds which is usually known as bond energy correlation

Skin(q) =
∑

r,r′,s,s′

∑

α

eiq(r−s)〈〈(a†r,αbr′,α + b†r′,αar,α)(a
†
s,αbs′,α + b†s′,αas,α)〉〉 .

The bond energy correlation measures correlation of the mobility of charges along nearest
neighbor bonds and hence captures lattice symmetry breaking in the charge channel. The
bond energy correlations can be assumed to lock in with the dimer-dimer correlations
producing a strong signal on bonds where a spin-singlet (triplet) exists. However, they
not necessarily have to coincide.

In the VBS phase electrons are essentially frozen (confined to the singlet-bonds) and
can be reduced to quasi localized magnetic moments. This can be seen in the inset
of Fig. 5.5 and the small magnitude of the bond energy correlations. Nevertheless, we
find the bond energy correlations qualitatively follow the dimer-dimer correlations as
expected for a state where spin and charge degrees of freedom are confined.

Figure 5.6 shows the real-space dimer-dimer correlations. The pattern of the six
jagged star radiating from the empty plaquettes can be clearly identified. The bond
strength is indicated by color and thickness and reflects the existence of a singlet, or
triplet relative to the striped reference bond. Hence, the VBS obtained as solution in
the N → ∞ limit is robust against correlations at finite N .

5.6.2. SU(6)

At N = 6 the picture essentially remains the same: Figure 5.7 shows the opening of the
gaps and the magnetization for different values of J/t. Single-particle and spin gap open
simultaneously indicating the spontaneous dimerization into a VBS. The dimer-dimer
and bond energy correlations in Fig. 5.8 complement this statement. Thus, the SU(6)
t-J model also exhibits a QPT from a semimetal to a star-shape VBS.

5.6.3. SU(4)

At the SU(4) level, correlations start to be strong enough to significantly affect the
stability of the VBS. Figure 5.9 show the evolution of the spin and single-particle gap
over a large range of J/t. Both gaps open simultaneously and the magnetization remains
zero. However, the dimer-dimer correlations exhibit an unusual finite size scaling, totally
different from the usual algebraic, or exponential decay with system size.

Compared to the TDL, correlations are usually overestimated on small lattices. How-
ever, Fig. 5.10 shows that the signal is actually stronger on large lattices, thus the order
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Fig. 5.6.: N = 10 — Real-space dimer-dimer correlations Sdim on a sections of an L = 6 lattice for
J/t = 6.0. The bond strength is indicated by color and thickness and stands for the probability to find
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The onset of long range dimerization at J/t > 4 coincides with the opening of excitation gaps in Fig. 5.7.

is underestimated on small lattices. The reason for such a behavior can have different
origins. One example is that the lattice is so small that it prevents the system to estab-
lish a certain dimerization pattern. Another reason would be that the lattice dimensions
are incommensurate with a certain pattern. The influence of this misfit then vanishes
for large lattice sizes. A direct comparison of the real-space dimer-dimer correlations on
an L = 6 lattice in Fig. 5.6 and Fig. 5.11 shows that one can still identify the star-shape
pattern, although the dimerization is much less pronounced. We can infer that this VBS
type also survives for N = 4, but fluctuations, which play a more significant role on
small lattices, diminish the order.

Apart from the deviating behavior for small lattices the dimer-dimer structure fac-
tor extrapolates to finite values for J/t > 4.0. Concluding from the opening of the gaps
shown in Fig. 5.10 we attribute the vanishing dimer-dimer structure factor at J/t = 4.0
to the strong finite size effects and expect it to scale to a finite value as one takes suffi-
ciently large lattices into account. Although the scaling behavior changes significantly,
the gain in magnetic energy still surpasses the loss of electronic (kinetic) energy and
the VBS prevails. The strong fluctuations found suggest, that the system is close to
a phase transition. Indeed, the insulating phase we find below for SU(2) is an antifer-
romagnet, so there must be at least one QPT as a function of N , which is driven by
correlations. Unfortunately, at the moment the vicious sign problem prevents reasonable
QMC simulations with fermions for odd N .
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Fig. 5.10.: N = 4 — The plot shows the drastic change in the scaling behavior in the finite size scaling
of the dimer-dimer correlations at momentum K (compare with Fig. 5.8).

5.6.4. SU(2)

The proximity of the unconstrained t-J model to the Hubbard model allows to directly
compare the two models. The authors have shown recently that, contrary to prior
knowledge, the SU(2) Hubbard model on the honeycomb lattice does not undergo a
direct QPT from a semimetal to an antiferromagnetic insulator, but rather exhibits
an intermediate phase [137]. Starting from the semimetal and increasing the interaction
the following happens: The spin exchange (electron-electron) interaction causes particle-
hole excitations to condense into (relative) local moments and spin scattering becomes
substantial. The system undergoes a Mott-Hubbard QPT induced by charge and spin
correlations without breaking any symmetry. The moments form loose bonds of all length
scales, although predominately short ranged. Excitations acquire mass as they need to
either break a bond, or require to overcome energy to excite a singlet into a triplet.
Eventually, as a consequence of the increasing magnetic exchange (super-exchange in
the Hubbard model), the pre-formed moments separate and are pushed onto different
sublattices according to their spin flavor. Once they form long-range order, rotational
spin symmetry is broken, excitations turn massless again and the system becomes a
Mott-Heisenberg insulator.

Owing to the possibility of charge fluctuations, this potential spin liquid phase can
also be found in the unconstrained t-J model. In the same manner as in the SU(2)
Hubbard model, in Fig. 5.12 we can identify the opening of a single-particle gap at
J/t ≈ 2.15 prior to the onset of magnetization at J/t ≈ 2.6. However, charge fluctuations
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5. SU(N) Hubbard-Heisenberg model on the honeycomb

are suppressed in the t-J model and the intermediate phase subsists over a much more
narrow region of J/t. Dimer-dimer, singlet and triplet pairing of s-, d-, p- and f -wave
symmetry, nearest neighbor and next-nearest neighbor bond-energy, as well as current-
current correlations all vanish in the scaling limit L → ∞. We therefore reproduce the
intermediate spin-liquid phase already obtained for the SU(2) Hubbard model (for a
detailed discussion see [137]).

Unfortunately, to extract a reliable estimate for the spin gap in the intermediate
phase and the TDL is not feasible in the t-J model. We know the spin excitations must
be gapless in the semimetal phase for J/t ≤ 2.15 and from the spontaneous breaking
of the SU(2) spin symmetry in the magnetic phase we can conclude that the spin gap
vanishes for J/t ≥ 2.6 due to the emergence of the two Goldstone modes. Following the
results obtained for the SU(2) Hubbard model on the honeycomb lattice we expect the
spin gap to be finite in the intermediate region. However, considering the error bars,
the scaling (Fig. 5.13) does not allow to infer the existence of a finite spin gap. The
inset shows the histograms of the errors obtained from a bootstrapping procedure of a
O(1/L2) fit. Although the trend seems right for the opening and closing of the spin gap,
the large variances exclude a definite statement.

Although the potential spin-liquid phase is characterized by the absence of order
(and the spin gap) one can probe wether the liquid phase is featureless on short length
scales or not. Indeed, the real-space dimer-dimer correlations reveal a resonating valence
bond (RVB) pattern which regains the cost of AF exchange by the resonance between
many different configurations. This is also equivalent to short range spin correlations
(cf. Fig. 5.14). The inset shows the same correlation for the isolated Hubbard hexagon
also at U/t = 4.

We want to point out that the intermediate phase is purely a product of charge
fluctuations. This is why, compared to the Hubbard model, the intermediate phase is
less pronounced in the t-J model. The regular t-J model on the honeycomb lattice at
half-filling, where double vacancies are projected out and phase space is restricted to
singly occupied sites is per definition an insulator equivalent to the Heisenberg model
and this phase will not be observable.

In Fig. 5.15 the evolution of the double occupancy, kinetic and magnetic (potential)
energy are shown as a function of spin exchange. Double occupation is suppressed with
increasing J/t (Fig. 5.15). In the limit J/t → ∞ charge fluctuations and kinetic energy
vanish and the Hamiltonian (Eq. 5.28) reduces to the pure Heisenberg model. While the
kinetic energy decreases, the magnetic energy increases with J/t. The plot of the double
occupancy also shows its first derivate with respect to J/t. One can approximate that
the maximum of the slope, which marks the emergence of a new phase dominated by
potential energy rather than kinetic energy, coincides with the onset of magnetism at Jc2
and not with the opening of the single-particle gap. As has been argued for the SU(2)
Hubbard model, this suggests that the intermediate phase is in closer relation to the weak
coupling than the strong coupling fix-point. It also agrees with the picture of moments
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localizing at the Mott-Heisenberg transition rather the precedent Mott-Hubbard QPT.

5.7. Realizations

SU(N) quantum models are not purely theoretical exercises – their abstract framework
may be realized with ultracold atoms in optical lattices [241, 242, 243] which provide
a versatile toolkit to realize and study correlated models. Recently, it has been argued
that fermionic alkaline earth atoms in optical lattices can realize a variety of models
with enlarged spin rotation symmetry SU(N) [244, 245, 246, 247, 248, 249]. Multi-flavor
models can also be realized in quantum dot arrays [250] and represent effective models
in electronic systems with multiple orbital degrees of freedom, e.g., the Kugel-Khomskii
model [251, 252, 253, 254, 255].

In this section we will introduce a few general properties of ultracold atomic gases
in optical lattices and of alkaline-earth atoms in optical lattices, the latter proving to be
the most versatile implementation of SU(N) symmetric models. Here we roughly follow
[244, 256].

5.7.1. Ultracold atomic gases

Ultracold atoms in optical lattices provide defect-free systems, in which the relevant
parameters can be independently controlled, thus allowing quantitative comparisons of
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J

Fig. 5.16.: Evaporative cooling (left) and depolarization (right) can be used to cool cold atomic (Fermi)
gases at their final stage. The skewed optical and magnetic potential allows high energy atoms to dribble
off, leaving behind low energy atoms only.

the experiment with modern quantum many-body theories. While people also cool
molecules and ions we will focus on atomic gases as their application is most closely
related to the lattice models discussed in this work. In general neutral atoms are cooled
which act as either bosons or fermions depending on their internal structure. This way
fermionic atoms can be used to imitate single electrons, albeit on energy and time scales
way larger than those found in condensed matter systems.

In the atomic, molecular and optical physics (AMO) community people mostly use
alkali metals (lithium (Li), sodium (Na), potassium (K), rubidium (Rb), caesium (Cs),
francium (Fr)) in the mass range of 6Li–133Cs. They are easy to work with in the sense
that their elemental properties are well understood. Their internal degrees of freedom
are basically given by their spin-states, which are hyperfine states of the nuclear spin and
the electrons in the incomplete shells. Clouds with densities of 1011–1015 atoms/cm3 can
be prepared. Note that this appears to be a rather dilute gas (air: ∼1016 molecules/cm3

at normal conditions). However the thermal de Broglie wavelengths are usually of the
order or larger than the interatomic spacing of a few micrometers which make the gas
not dilute on their own terms. These large length scales are within the range of visible
light and hence allow for direct optical imaging.

Cold atomic gases can be cooled down to temperatures of 10−6–10−9 K, but note that
thermometry is tricky in these systems: One cannot simply put a thermoelectric element
into the cloud in order to measure the temperature without destroying it. Temperature
can be estimated by measuring the population of exited atoms and then fitting it to
the expected (Bose/Fermi-Dirac) distribution. Next to various versions of laser cooling
[257, 258], the techniques applied at the final stage of cooling are evaporative cooling
and depolarization.

In evaporative cooling the optical and magnetic potential is skewed which allows
high energy atoms to dribble off one of the potential barriers, leaving behind low energy
atoms only. These leakage barriers are typically ≈ 10kBT , hence the Temperature can be
decreased by 1/10. Since this cooling method relies on the fact that there exist excited
atoms, it needs atom-atom interactions to continuously produce high-energy atoms via
scattering and does not work for one-component Fermi-gases. Depolarization exploits
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Fig. 5.17.: Two-atom (a) and three-atom (b) collisions in ultracold atomic gases. While molecule forma-
tion is forbidden in the former case, molecules can form in (b) where a third atom takes up the released
binding energy.

the imbalance of species in a multi-component (Fermi) gas. Is the chemical potential of
one species higher than the one of the other, a skewed potential allows the hot species to
leave the trap, thus depolarizing towards a balanced population (µ↑ → µ↓ in Fig. 5.7.1).

Maintaining the temperature throughout an experiment is another difficulty. The
evaporative cooling process is usually uphold throughout experiments (without optical
lattices) such that the temperature will drift. Switching on an optical lattice freezes the
evaporative cooling but the system will heat up due to one- and three-body losses, which
are described in the following.

These gases are in general metastable against the formation of molecular ground
states. Indeed, at the given temperatures and sufficiently dense clouds their ground-
state should be metallic. However, the tradeoff between (controlled) scattering length
and density prevents the condensates to solidify. For sufficient cooling the formation of
molecules via two-body collisions is forbidden by the conservation of energy and momen-
tum illustrated in Fig. 5.7.1. Nevertheless, three-body recombination processes can still
form molecules as one of the three atoms takes up the energy released by binding two
atoms – an unfortunate fact that is one of the major limitations on the density and the
life time of cold atomic gases [259].

Another factor which limits the density of the atomic gas are one-body losses caused
by collisions with particles from the environment (the vacuum-chamber). One- and
three-body losses create holes in the distribution of atoms. Where holes in weakly
interacting Bose gases holes do not influence the condensates much (as there are no
states below the chemical potential), in fermionic gases they produce heating and increase
entropy significantly. This is the reason why cooling fermions to very low temperatures
has been less successful than for bosons. The prime example, Mott insulating states, has
been created with bosons [260] and six years later with fermions [177, 178]. For both
bosonic and fermionic systems, the Mott insulating state can be probed for a vanishing
compressibility by testing the response of the system to a change in external confinement.
Magnetically ordered phases which require much lower temperature regimes (of the order
of the magnetic exchange coupling) have been elusive, yet. While these influences limit
the stability of the atomic clouds, experiments can last up to a few seconds, but survive
often less than a second. Nonetheless, the microscopic time scale, set by two-atom
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scattering, is of the order of microseconds and hence allows to study out-of-equilibrium
as well as equilibrium properties within the given timeframe.

Hitting the atoms with lasers they can be subjected to a species (α) dependent single-
atom external potential Vα(r) =

∑

ω Pα(ω)I(r,ω). Here, Pα stands for the real part of
the polarizability (the imaginary part defines the absorption) and I is the intensity of
the laser of frequency ω at position r. This allows to form attractive or repulsive regions
in space with respect to ω. In general, a set of focussed beams is used to create a
smooth confining potential and beams of standing waves, speckles, or holograms may
be used to create optical lattices that vary rapidly with r on a scale larger than the
wavelength of visible light. In principle this allows for arbitrary (periodic) structures
including hexagonal topologies [261, 262]. To avoid absorption, scattering and heating
it is essential to keep the frequencies ω away from the absorption lines of the trapped
gas.

The interactions between the neutral atoms are short ranged and much smaller than
the de Broglie wavelength. This includes identical fermions (consisting of complex atoms)
where the antisymmetry of the wave function excludes interactions of the same kind at
the same location (Pauli’s principle). However, Feshbach resonance can be exploited to
greatly enhance interactions if the atoms are on the verge of forming a weakly bound
state [263, 264, 265, 266]. By changing the magnetic field, bound states close to the
continuum may be shifted into the same, such that the scattering length as diverges.
While for bosons this enhancement of interactions also enhances three-body losses, which
eventually destroys the atomic gas, for (two- and multi-species) fermionic gases Pauli
blocking prevents the formation of molecules and allows to tune to strong interactions.

A limitation of most current experiments is that the ultracold quantum gas has
to be trapped in a magnetic or optical trap using a (usually) harmonic confinement
potential. This creates thus an inhomogeneous chemical potential such that the atom
density distribution is more or less defined by the confining potential, e.g., in a Mott
insulating state this leads to characteristic ring-shaped Mott-regions [267]. In time-
of-flight images one essentially records the momentum distribution of the gas after its
release from the trap to probe the whole system, with the disadvantage that one averages
over regions with different density and potentially different phases. Recently, there has
been progress in in-situ imaging of bosonic atoms in a two-dimensional optical lattice
with single atom resolution [268, 269, 270]. Here, the optical lattice is projected and
observed through the same microscope and allows to directly record real-space images
of the locations of the atoms to locally probe the system in a specific phase.

Although these so-called quantum simulators (ultracold atoms loaded into optical
lattices) are confronted with a large number of difficulties they represent a fast advancing
toolkit to study equilibrium and (more easily) out-of-equilibrium physics of microscopic
models even beyond the crystalline condensed matter systems [271]. This includes the
possibility to tackle multi-component fermion systems as discussed in the next section.
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Fig. 5.18.: Simplified 87Sr energy level diagram (not to scale) adapted from [272]. Relevant optical
transitions are shown as solid arrows, with corresponding wavelengths given in nanometers. Hyperfine
structure sublevels are labeled by total angular momentum I . State mixing of the 1S0 and 3P0 states
due to the spin-orbit (LS) interaction is shown as a dashed arrow, dotted arrows represent the hyperfine
interaction (HFI) induced state mixing of the 3P0 state with the other I = 9/2 states in the 5s5pmanifold.
State mixing due to LS and HF interaction are given alongside the coupling coefficients for an impression
of the coupling strengths.

5.7.2. Alkaline-earth atoms in an optical lattice

Compared to the alkali metals mentioned above, the alkaline-earth metals, a series of
elements comprising group two of the periodic table (beryllium (Be), magnesium (Mg),
calcium (Ca), strontium (Sr), barium (Ba) and radium (Ra)), bear a crucial difference:
The existence of a long-lived metastable excited state 3P0 (with lifetime ∼ 150s for 87Sr)
which is coupled to the ground state 1S0 through an ultranarrow, doubly forbidden
transition [248, 272]. Since these two states both carry electronic angular momentum
J = 0 they show almost perfect decoupling of J from the nuclear spin I. This implies
that, aside from constraints by the fermionic antisymmetry, the (spatially isotropic)
s-wave scattering lengths are nearly independent from the nuclear spin. This feature
allows to model SU(N) symmetric models with N = 2I + 1 as large as N = 10 (e.g.,
I = 9/2 for 87Sr) [248, 249].

Figure 5.7.2 shows a simplified energy level diagram for 87Sr [272]. The 87Sr struc-
ture allows to prepare nuclear spin states in both the 1S0 and the 3P0 state, decoupled
from the electronic state. These states can be manipulated independently by lasers, al-
lowing for the construction of nuclear spin states of different magnetic quantum number
mI = −I, . . . , I. They are insensitive to magnetic field fluctuations, because they belong
to different transition families and are separated by optical frequencies [249].

Interactions between two 87Sr atoms are characterized by the four s-wave scattering
lengths for two atoms 1S0 (S) and 3P0 (P ): aX , X = SS, PP , SP+, SP−, in the
electronic states

∣
∣SS

〉

,
∣
∣PP

〉

and (
∣
∣SP

〉

±
∣
∣PS

〉

)/
√
2. For a collision of any combinations

of S and P states with J = 0 the decoupling of nuclear and electronic degrees of freedom
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5.8. Conclusions

can be assumed such that the four scattering lengths are independent of the nuclear spin.
While this assumption is well justified for S-S and S-P collisions because of the lack of
inelastic scattering channels, the P -P collisions are likely to lead to losses (cf. Fig. 5.7.2).
Therefore, unless a more suitable element can be identified, realizations are limited to
situations where two atoms in a P -state never occupy the same state.

These features allow to encode electronic states of different magnetic quantum num-
bers in order to implement many-body systems with an enhanced degree of symmetry,
characterized by SU(N) symmetric Hamiltonians. However, and playing devil’s advo-
cate, let us note here that this would allow the realization and study of arbitrary SU(N)
models is a rather optimistic expectation. While Feshbach resonance allows to tune
scatterings lengths to mimic the full spectrum of microscopic models [273], many-body
collisions and losses represent the most challenging obstacles. This (almost) limits real-
izable Coulomb terms to local (onsite) interactions.

5.8. Conclusions

We investigated the phase diagram of the half-filled SU(N) unconstrained Heisenberg
model on the honeycomb lattice for system sizes up to L = 18. For the limit N → ∞
we solved the saddle point equations obtained from a Hartree Fock mean-field Ansatz
self-consistently. In this large N limit the t-J model undergoes a QPT from a semimetal
at small J/t to a VBS, where the lattice symmetry is broken spontaneously into a Kekule
pattern at large J/t. Using PQMC we reproduced the mean-field results first for N = 10.
It turns out that the dimerized phase is robust down to N = 4, where correlations start
to strongly affect the order for small system sizes. In accordance with the dimerization
we detected the simultaneous opening of a spin and single-particle gap. Only at N = 2
the picture changes as correlations are strong enough to break the spin-symmetry and
the insulating phase for large J/t is antiferromagnetically ordered. Also, there is no
direct transition from a semimetal to an insulator: a single-particle gap opens before
the system acquires magnetization. We find an intermediate gapped phase which lacks
obvious order and presents a potential spin liquid. Thus, we are able to reproduce the
spin-liquid phase found in the SU(2) Hubbard model in the vicinity of the AF Mott
insulator.

In the large-N limit the fluctuations induced by the infinite number of degrees of
freedom allow to interpret a singled out site as if living in an effective mean field. As N
decreases one can expect fluctuations to decrease and correlations to increase. The low
coordination number on the honeycomb lattice upholds the fluctuations, supporting the
mean field behavior over a large range of N . The persistence of the large-N VBS phase
down to N = 4 implies that even sophisticated 1/N corrections would be still too small
to accurately reproduce the SU(2) ground state, hence N = 4 can be considered a large
number. This shows the inefficiency of large-N approaches to describe SU(2) quantum
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antiferrogmagnets by means of 1/N corrections.
In a follow-up we test whether the SU(2) spin liquid phase, which is more domi-

nant in the Hubbard model, extends to higher symmetries N > 2. Setting J/t = 0 we
obtained first results at SU(4) which indicate the onset of an insulating phase prior to
the crystallization into a VBS. This first sign of a possible intermediate phase, which
separates the semimetal from the VBS, is the subject of an ongoing investigation.
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Magnetic field induced
Mott transition
on the honeycomb lattice 6
Graphene, or the physics of electrons on the honeycomb lattice, has recently received
tremendous attention due to its semimetallic nature with low-energy quasiparticles be-
having as massless Dirac spinors; for a recent review see Ref. [1]. A crucial point, is
the stability of this semimetallic phase to particle-hole pairing. In particular, research
activities have been devoted to the investigation of magnetic-field-induced transitions as
a function of magnetic fields [274, 275, 276] and electronic correlations [184, 185, 277].

In this project we show that the semimetallic state of the two-dimensional honeycomb
lattice with a point-like Fermi surface is unstable towards a canted antiferromagnetic
(AF) insulator upon application of an in-plane magnetic field. The magnetic field shifts
the up and down spin cones in opposite directions, thereby generating a finite density
of states at the Fermi surface and perfect nesting between the up and down spin Fermi
sheets. This triggers a canted AF insulating state. The mechanism behind this instability
can be understood already at the mean-field level [278, 279]. We show that those mean-
field arguments indeed capture the correct physics, since exact quantum Monte-Carlo
simulations on the honeycomb lattice with up to 12 × 12 unit cells compare favorably
with those mean-field results. Details have been published in Refs. [240, 5].

6.1. SU(2) Hubbard model subjected to a magnetic field

Our starting point is the Hubbard model on the honeycomb lattice (cf. Fig. 6.1)
H = H0 +HU +HB , where

H0 = −t
∑

i,r,σ

(

a†i,σbi+r,σ + b†i+r,σai,σ
)

,

HU = U
∑

l=a,b

∑

i

(ni,l,↑ − 1/2) (ni,l,↓ − 1/2) ,

HB =
g

2
µBB

∑

l=a,b

∑

i,σ

pσni,l,σ . (6.1)
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6. Magnetic field induced Mott transition on the honeycomb lattice

J/t

Fig. 6.1.: The nesting of the spin-up and spin-down Fermi surface for (a) B = 0, where the spin bands
collapse onto each other, whereas for (b) B > 0 the bands are shifted by virtue of the magnetic field.

The electron operator a†i,σ (b†i,σ) creates an electron on the orbital a (b) in the unit

cell i and the associated electron density operator is nl
i,σ = a†i,σai,σ (b†i,σbi,σ), for l =

a(b). Owing to the bipartite nature of the lattice, hopping with matrix element t,
occurs only between the a- and b-orbitals of unit cells related by the lattice vector
r = {0,a1 − a2,−a2} . The on-site electron-electron repulsion is denoted by U > 0 and
pσ = ±1 for σ =↑, ↓. In the following, we set (g/2)µB ≡ 1. For comparison with
experiments, we only consider setups with magnetic field orientations parallel to the
lattice plane. The Hamiltonian H0 gives rise to two bands, λn(k) = pn

∣
∣t
∑

r e
−ik·r∣∣,

with λn,σ(k) = λn(k) + pσB and pn = ±1 for n = 1, 2 respectively, the latter being
single particle states of H0 +HB. At half-band filling the Fermi surface consists of two
points, K,K ′ in Fig. 6.1. At zero magnetic field the nesting instability is cut off by the
vanishing density of states (cf. Sec. 1.1). At B > 0 the spin degeneracy is lifted and
the bands shift. The low energy density of states becomes finite leading to the nesting
relation λ1,↑(k) = −λ2,↓(k).

Given the above instability, a mean-field ansatz is derived by assuming the magne-
tization m to be alternating on the sublattices: ml =

(

m‖, m⊥(−1)l, 0
)

, with the
index l = 0, 1 referring to the orbitals in the unit cell. That is, the magnetization m has
a constant component m‖ parallel to the field axis and a staggered component m⊥ in the
plane perpendicular to the field. Neglecting fluctuations we can derive the gap-equations
and solve them self-consistently. Our mean-field results are plotted in Figs. 6.2, 6.4a–c.
At zero magnetic field, we observed as a function of U/t the expected transition from
the semimetallic state (m = 0) at U < Uc to the AF Slater insulator characterized by
|m⊥| > 0. The semimetallic state at B = 0 is characterized by the spin degenerate
dispersion relation, λn,σ(k), as shown in Fig. 6.4. Ramping up the magnetic field lifts
this degeneracy, thereby producing nested Fermi sheets of opposite spin indices. Hence,
and irrespective of the magnitude of U < Uc, energy can be gained by ordering the spins
in a canted antiferromagnet. The dispersion relation of this canted AF state is plotted
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6.1. SU(2) Hubbard model subjected to a magnetic field

(a) (b)

J

Fig. 6.2.: Parallel magnetization m‖ (a) and staggered magnetization m⊥ (b) vs. U and B.

Fig. 6.3.: Staggered magnetization
√

S+−(Q)/N below (a) and above (b) the critical interaction strength.
(c) Finite size extrapolation of S+−(Q)/N . In the semimetallic phase, U/t = 2, the data is consistent
with the onset of transverse staggered order at finite magnetization M . For comparison, we have plotted
the U/t = 5 data in the absence of a magnetic field, but in the AF Mott insulating state.

in Fig. 6.4c. To compare at best with the QMC simulations we consider the quantity

A↑(k,ω) = −
1

π
Im

(

G↑
aa(k,ω) +G↑

bb(k,ω)
)

, (6.2)

with a finite broadening. As apparent, the features with dominant weight follow the
dispersion relation λ1,↑(k) and λ2,↑(k) and a gap at the Fermi level is apparent. Due to
the transverse staggered moment, mixing between the up and down dispersion relations
occurs, thereby generating shadow features following the dispersion relations of λ1,↓(k)
and λ2,↓(k). The intensity of the shadow features tracks m⊥. As apparent from Fig. 6.2
the growth of m⊥ as a function of the magnetic field is countered by the polarization
of the spins along the magnetic field. It is interesting to note that irrespectively of U/t
the maximal value of m⊥ and hence of the magnetic field induced gap is at B = 1. This
corresponds to an energy scale matching the position of the Van-Hove singularity in the
non-interacting density of states. At this point a maximal amount of energy can be
gained by the opening of the gap.

To confirm our mean-field results, we have carried out projector auxiliary field QMC
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6. Magnetic field induced Mott transition on the honeycomb lattice

(a)

(b)

(c)

(d)

(e)

(f)

Fig. 6.4.: Single-particle spectral function A↑(k,ω) at U/t = 2, based on the mean-field (left) and the
QMC calculations (right), respectively. The magnetization M takes the values 0, 2/6, and 4/6 (from top
to bottom). For the QMC calculations, the lattice size was set to 12× 12 unit cells.
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6.1. SU(2) Hubbard model subjected to a magnetic field

calculations (cf. Sec. 1.2 and Ref. [10]). In this canonical approach, we fix the magneti-

zation M =
N↑−N↓

N↑+N↓
rather than the magnetic field. Nσ corresponds to the total number

of electrons in the spin sector σ. Furthermore, due to the particle-hole symmetry which
locks in the signs of the fermionic determinants in both spin sectors one can avoid the
so-called negative sign problem irrespectively of the choice of the magnetization. In
practice, for each finite system, we choose a value of the projection parameter θ, large
enough such as to guarantee convergence within statistical uncertainty.

To detect transverse staggered magnetic order under an applied magnetic field, we
have computed the spin-spin correlation functions (here defined for sublattice a),

S+−(q) =
1

N

∑

i,j

e−ıq(i−j)〈S+
a (i)S

−
a (j) − S+

a (i)S
−
a (j) , (6.3)

with limN→∞ S+−(Q)/N = (mQMC
⊥ )2. We have computed this quantity on 6 × 6, 9× 9

and 12×12 lattices, and our results are plotted in Fig. 6.3 both for U < Uc and U > Uc.
At U/t = 2 < Uc/t and zero magnetization, M = 0, our results are consistent with
mQMC

⊥ = 0 whereas at M = 2/6, mQMC
⊥ takes a finite value. Although we cannot

reproduce the essential singularity of the mean-field calculation at U < Uc, the overall
form of the transverse staggered magnetization compares favorably with the mean-field
results (see Fig. 6.3a,b) both at U < Uc and U > Uc. Our mean-field value for Uc/t ≈ 3.3,
which agrees well with previous results obtained by Sorella and Tossati [184]. They
employ a mean-field decoupling in the Sz component of the spin resulting in a Uc/t ≈ 2.2,
which differs by the factor 3/2 from our value where all spin components have been taken
into account.

Within the PQMC, the zero temperature single particle Green function along the
imaginary time axis can be computed efficiently with methods introduced in [23]. From
this quantity, we can obtain the spectral function of Eq. (6.2) with the use of a stochastic
formulation of the Maximum Entropy method [220, 221]. The so obtained results for
A↑(k,ω) are plotted in Fig. 6.4b,d,f. As apparent, the features in the QMC calculation
which are associated with substantial spectral weight are well reproduced by the mean-
field calculation. The particle-hole transformation, â†i,σ → âi,−σ and b̂†i,σ → −b̂i,−σ, leads

to the relation A↑(k,ω) = A↓(k,−ω). At finite magnetic fields or equivalently at finite
magnetizations, the staggered transverse order leads to a gapless Goldstone mode of
which the quasiparticle can spin-flip scatter. As a consequence, and as already observed
in the mean-field calculation, the features of the down spectral function should be visible
in A↑(k,ω). Upon close inspection of Fig. 6.4 one will observe that for each dominant
low energy peak at ω(k) in A↑(k,ω) a shadow feature at −ω(k) is present.
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6. Magnetic field induced Mott transition on the honeycomb lattice

6.2. Discussion and outlook

Experimentally, such a transition could be observed by magneto resistance measure-
ments. The transition to the canted antiferromagnet breaks a U(1) symmetry and hence
occurs at finite temperatures, TKT, in terms of a Kosterlitz-Thouless transition. Below
TKT the power-law decay of the transverse spin-spin correlation function should suffice to
produce a visible pseudo-gap in the charge sector and hence an increase of the resistivity
as a function of decreasing temperature. The primary issue to observe the transition
is the magnitude of the required magnetic field such as to obtain a visible gap. With
t ≈ 2.5eV and U ≈ 5 − 12eV [280] one can readily see that very large magnetic fields
will be required to obtain charge gaps in the meV region. In particular, we can predict
from our calculations that values of the order of B ∝ 102 − 103T are required to obtain
an acceptable gap.

In conclusion, we have carried out mean-field calculations and projective QMC simu-
lations for the Hubbard model with the Zeeman spin coupling on the honeycomb lattice
in a magnetic field oriented parallel to the lattice plane [240]. Our results show the in-
herent instability of the semimetallic state to a canted antiferromagnet upon application
of the magnetic field.

144



Conclusion 7
All chapters have their own section with conclusion, discussion and outlook, so we refer
to these for a summary of the individual projects. Nonetheless, let us comment the
common themes throughout this thesis – the honeycomb lattice and quantum Monte
Carlo.

The honeycomb lattice and its unique features have been discussed in Sec. 1.1. The
relativistic dispersion and the vanishing density of states of electrons on the honeycomb
lattice make the system resistant against instabilities. We have seen that many conse-
quences of a local Coulomb interaction may be successfully captured in a simple mean
field approach (Ch. 6), and the mean field ground states are very robust against the
introduction of fluctuations (Ch. 5). At the same time, the low coordination number
drives fluctuations which, in interplay with the sparse energy density around the Fermi
level, suggests that correlations should be taken into account. Indeed, in Chapters 4 and
5 we have seen that in the intermediate coupling regime an unforeseen quantum spin
liquid emerges, which is one of the most sought-after quantum phenomena in materials
as well as realistic models. The rich physics on hexagonal lattices, or lattices with a
dispersion relation similar to the honeycomb lattice, also play a dominant role in the
booming fields of topological insulators and graphene electronics. It sets the ground for
more unexpected and exciting discoveries in the future.

Our method of choice in these investigations is quantum Monte Carlo (Sec. 1.2,
Ch. 2). Coming with its own complications and limitations like any method, quantum
Monte Carlo has one compelling advantage: it is correct within error bars. Without
uncontrolled approximations this method yields the true answer – within error bars! As
seen in Chapters 4 and 5, quantum Monte Carlo yields results beyond the reach of mean
field approximations, and most probably beyond the reach of perturbative approaches.
A power which is invaluable when studying the complex interplay of interactions.

While the projects in Chapters 2, 3 and 6 are essentially completed, the projects in
Chapters 4 and 5 brought up a number of questions, which we want to persue in the
future. Especially the discovery of a quantum spin liquid in an model accessible by means
of QMC leaves a bunch of loose strings, which need to be tied. However, let us mention
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7. Conclusion

that although it seems to be a straightforward task to do more simulations, on larger
lattices, at finite temperature, or looking into dynamical correlations more closely, each of
them presents a huge undertaking by themselves. The computational effort to obtain the
results in Ch. 4 already scratched the limits of nowadays computing resources. Going to
even larger supercomputers requires an extended improvement and further specialization
of the code. Nevertheless, we are convinced that further characterization of that exotic
phase and exploring its consequences will prove to be a worthwhile investment.
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Follow-up A
A.1. The Suzuki-Trotter decomposition in detail

The decomposition used in Sec. 1.2 is presented for a sum of two non-commuting oper-
ators. If the commutator of two operators A and B vanishes, we can simply decompose
into the exact product

e(A+B) = eA eB , for [A,B] = 0 . (A.1)

In general, the two operators do not commute, which introduces the error R of the
decomposition

e−β(A+B) = e−βA e−βB +R . (A.2)

Expanding both sides in Taylor series for the first three terms yields

e−β (A+B) = 1− β (A+B) +
β2

2
(A2 +B2 + 2AB + [B,A]) +O(β3) , (A.3)

e−βA e−βB = (1 − βA+
β2

2
A2) · (1 − βB +

β2

2
B2)

= (1 − β (A+B) +
β2

2
(A2 +B2 + 2AB) +O(β3) , (A.4)

for left-hand side and right-hand side, respectively. Comparing these equations the error
can be estimated with O(β3). It is the product of the two operators A and B times
β2/2. Let tA and tB denote the order of magnitude of the operators the error can be
written as

R ≈
β2

2
O(tA tB) . (A.5)

In case of the Hubbard Hamiltonian tA and tB correspond to t and U . Using the lowest
order Trotter decomposition, the error is proportional to ∆τ2, under the condition that
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the relevant operators are simultaneously real representable (Hermitian) [281]. In order
to reduce this problem an improved form is given by a symmetric decomposition

e−β (A+B) = e−
β
2A e−βB e−

β
2A +

β3

24
O(tA tB max(ta, tb)) . (A.6)

Note, there exists a variety of higher order decompositions, however they are numerical
more expensive.

Whereas the product ∆τL defines the projection parameter (inverse temperature) of
the simulation the right choice of ∆τ and L depends on the observables one is interested
in. In general this discretization determines the physics, hence time-steps should be
reasonably small U∆τ < 1 and checked by extrapolation ∆τ → 0.

A.2. Trace over the fermions

We show that the trace over fermionic degrees of freedom can be expressed in form of a
determinant. A Hamiltonian, bilinear in its fermion operators, can be straightforwardly
diagonalized [8, 16]

H =
∑

α

aα c
†
αcα , (A.7)

where we used the operators cα =
∑

i

〈

α
∣
∣i
〉

ci, c
†
α =

∑

i

〈

i
∣
∣α
〉

c†i , which result from the
unitary transformation to the basis of N -particle states

∣
∣α
〉

in which H is diagonal. The
trace over the fermions can then be written as a determinant

Tr e−H = Tr e−
∑

α aαc
†
αcα = Tr

∏

α

e−aαc
†
αcα =

∏

α

∑

nα=0,1

e−aαnα =
∏

α

(1 + e−aα) . (A.8)

We see that the evolution of the N -particle state is the superposition of the propagation
of each particle independently. This holds for any linear superposition of the eigenstates
of H and any product of matrices (in a basis where they can be represented in bilinear
(orthogonal) form). Therefore, we can write

Tr e−H = Tr e−
∑

ij c
†
iAijcj e−

∑
ij c

†
iBijcj = Tr e−

∑
ν γνnν

=
∏

ν

∑

nν=0,1

e−γνc
†
νcν =

∏

ν

(

1 + e−γν
)

= det
(

1+ e−Ae−B
)

. (A.9)

A.3. Peierls phase factors & boundary conditions

Here we introduce the notion of Peierls phase factors, which are a prerequisite for
App. A.4. Consider the kinetic Hamiltonian

H =
∑

〈ij〉

c†i tij cj , (A.10)
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and introduce a general (gauge invariant) magnetic field

H(A,φ) =
∑

〈ij〉

e
2πi
Φ0

∫ j
i
d#A(x,t)

c†i tij cj + e
∑

i

c†i ci φ(i, t) , (A.11)

where Φ0 = hc/e being the flux quanta and i, j are the positions of the sites i, j. Using
this definition gauge invariance is guaranteed, e.g., the general gauge transformation
A′(x, t) = A(x, t) +∇χ(x), φ′(x, t) = φ(x, t) leaves the Hamiltonian (A.11) invariant
up to an energy shift

H(A′,φ′) =
∑

〈ij〉

e
2πi
Φ0

∫ j
i
d#A(x,t)+χ(j)−χ(i)

c†i tij cj + e
∑

i

c†i ci φ(i, t)

=
∑

〈ij〉

e
− 2πi

Φ0
χ(i)

c†i
︸ ︷︷ ︸

c̃†i

tij e
2πi
Φ0
χ(j)

cj
︸ ︷︷ ︸

c̃j

e
2πi
Φ0

∫ j
i
d#A(x,t)

cj + e
∑

i

ni φ(i, t) .(A.12)

Absorbing the phases into the creation (annihilation) operators leaves Eq. (A.12) equiv-
alent to H(A,φ), but for a different choice of gauge.

Homogeneous magnetic field

The introduction of these so-called Peierls factors allows to, e.g., introduce a magnetic
field B = (0, 0, B) = ∇ × A → A = (−y, x, 0)B/2, such that on a square lattice with
periodic boundary conditions

c†icje
2πi
Φ0

∫ j
i
d#A(#) !

= c†i+Laµ
cj+Laµe

2πi
Φ0

∫ j+Laµ
i+Laµ

d#A(#)
, (A.13)

where aµ stands for the primitive vectors ax, ay. Shifting the integration boundaries
l′ = l − Laµ yields

∫ j+Laµ

i+Laµ

d'A(') =

∫ j

i

d'′A('′ + Laµ) =

∫ j

i

d'′
(

A('′) +∇χµ(')
)

, (A.14)

with

χx(x) =
B

2
Ly , χy(x) = −

B

2
Lx , (A.15)

such that

c†i cje
2πi
Φ0

∫ j
i
d#A(#)

= c†i+Laµ
cj+Laµe

2πi
Φ0

∫ j
i
d#(A(#)+∇χµ(#))

= c†i+Laµ
e
− 2πi

Φ0
χµ(i) cj+Laµe

2πi
Φ0
χµ(j) . (A.16)
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e
−

2πi

Φ0

Φ

L

Fig. A.1.: Illustration of the gauge invariance of two paths through the periodic lattice (a) and a path
along one lattice direction, picking up portions of phase leading to twisted boundary conditions (b).

The boundary condition reads

c†i+L = e
2πi
Φ0
χµ(i)c†i . (A.17)

The quantization of the magnetic field arises naturally from the requirement that the
wave function must be single-valued, hence independent paths between two points must
give the same phase (cf. Fig. A.3a)

e
2πi
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B
2 χx(i)e

2πi
Φ0
χy(i+Lax) = e

2πi
Φ0

B
2 χy(i)e

2πi
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χx(i+Lax)

e
2πi
Φ0

B
2 L(ix+L)+Liy = e

2πi
Φ0

B
2 L(iy+L)+Lix . (A.18)

This implies

exp(2πi
BL2

Φ0
) = 1 →

BL2

Φ0
= n ∈ N , (A.19)

such that the total magnetic field penetrating the lattice has to be a multiple integer of
the flux quanta Φ0 ≈ 2.067 × 10−15Tm2 (Wb). The magnetic field brings the advantage
that degeneracies on the finite size energy spectrum are split, hence finite size gaps in
the density of states become filled in, leading to a denser spectrum. Therefore finite size
effects are reduced and the magnetic field may serve as an additional parameter in which
finite-size scaling can be performed [282].

Twisted boundary conditions

The right choice of the vector potential also allows to impose a twist in the periodic
boundary conditions, e.g., along the a1-, or x-direction

A(x) =
Φ

L
ex , c†i+L = c†i , (A.20)
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Fig. A.2.: Band degeneracy close to the Fermi level in the case of no flux (a) and finite flux Φ (b)
traversing the lattice. Nonzero flux shifts the k-points and their corresponding energies such that the
degeneracy at the K-point is lifted.

such that

H =
∑

〈ij〉

c†i tij cj e
2πi
Φ0
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The absorption of the phase factors into the operators allows to remove the magnetic field
contribution from the Hamiltonian such that they show up in the boundary conditions
since

c̃†i+L = e
− 2πi

Φ0

Φ
L (ix+L)

c†ix+L
︸ ︷︷ ︸

c†i

= e
− 2πi

Φ0

Φ
LL

c†i e
− 2πi

Φ0

Φ
L i

︸ ︷︷ ︸

c̃†i

= e
− 2πiΦ

Φ0 c̃†i . (A.22)

Hence running along the x-axis one picks up portions of exp(−2πiΦ
Φ0L

) such that going

once through the lattice the acquires the phase twist exp(−2πiΦ
Φ0

) defined by the flux Φ
(cf. Fig. A.3b). A twist may be used to lift the degeneracy in the bands of the free
system as illustrated in Fig. A.3. This is one method to setup a non-degenerate trial
wave function starting from the non-interacting Hamiltonian.

A.4. Flux quantization

Flux quantization denotes the phenomenon, predicted by London [283], in which the
magnetic field is quantized in units of h/2e. This occurs in Type II superconductors
subjected to a magnetic field. While below a critical field all magnetic flux inside the
superconductor is suppressed according to the Meissner effect, up to a second critical field
value flux can penetrate the superconducting bulk in discrete units – the flux quanta.

Flux quantization is used synonymously for the measurement of the phase struc-
ture in a numerical model, wherefrom its superconducting properties can be determined
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.1

Fig. A.3.: Flux through the centre of a torus on which the lattice lies when using periodic boundary
conditions (a). The macroscopic energy difference E0(Φ/Φ0)− E0(Φ/Φ0 = 1/2) (b) for free bosons and
fermions on a 64×64 lattice, taken from Ref. [190]. The curve for the fermions scales to zero in the
thermodynamic limit.

independent of the pairing symmetry [192, 284, 190, 191]. In the flux quantization mea-
surement, a magnetic flux Φ, in units of the flux quantum Φ0 is thrusted through the
centre of a torus on which the lattice of the model lies (when using periodic boundary
conditions) shown in Fig. A.4a. From the functional form of the ground state energy
with respect to the flux, E0(Φ/Φ0), we can distinguish between normal and supercon-
ducting ground states. In a regular metal the total energy must not depend on the flux
and the macroscopic energy difference E0(Φ/Φ0)− E0(Φ/Φ0 = 1/2), which scales in the
thermodynamic limit to a flat line as shown in Fig. A.4b. The remaining structure in
Fig. A.4b is due to the finite lattice used.

Byers and Yang have shown that in the thermodynamic limit, E0(Φ) exhibits local
minima at quantized values of Φ, separated by is 1/n, which denotes the sum of charges
in the basic group [192] (e.g., n = 2 for Cooper-pairs). These local minima in E0(Φ) must
be separated by a finite energy barrier and are related to the existence of super-currents
which are trapped in the metastable states (cf. Fig. A.4b). This phenomenon is known
as anomalous flux quantization. The superconducting state corresponds to a system
spanning, macroscopic wave function and would hence feel the energy barrier which
traps the super-current and stops it from dribbling away. For an insulating state the
wave function is localized (decaying exponentially), hence it does not span around the
torus is thus not influenced by the flux-barrier. Note, that the existence of anomalous
flux quantization is only an indication of pairing, not a sufficient in itself to imply a
superconducting state. Additionally needed is a finite superfluid density

ρs =
1

Ld−2

∂2E0(Φ)

∂Φ2

∣
∣
∣
Φ=0

, (A.23)

which corresponds to the curvature of the envelope of E0(Φ/Φ0) − E0(Φ/Φ0 = 1/2). This
quantity should approach a finite constant as L → ∞ in a superconducting or perfectly
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conducting metallic state. The existence of superconductivity is proven by an anomalous
flux quantization and a simultaneously finite superfluid density.

A.5. Excitation spectra for the half-filled SU(2) Hubbard model

In Fig. A.4 and Fig. A.5 we show the intensity maps and energy distribution curves
for a, L = 15 system. The spectral function A(k,ω) = −ImG(k,ω)/π is obtained from
the stochastic analytic continuation of the one-particle Green’s function to the real axis
[220, 221]. The momentum resolved spectra run along the high symmetry path Γ-M -K-Γ
for the values of U/t = 3.5, 4.0, 4.5 and 5.0. The spectra show a smooth transition from
the renormalized Dirac liquid at U/t = 3.5 to the strong coupling regime U/t = 5.0. For
U/t = 3.5 shadow bands appear in the one particle Green’s function A(k,ω) at higher
energy, separated approximately by 2t. Note that the intensity scale is logarithmic
and hence emphasizes even small contributions. For all values of U/t the dominant
excitation is located at K, the point closest to the Fermi level. As the system enters the
intermediate phase, a Hubbard band forms at and close to the nesting vector at Γ and
a gap opens. As U/t is increased even further the Hubbard bands are pushed to higher
energies and the bandwidth of the lower branch becomes smaller.

The spin susceptibility χs(k,ω) shows a spin-wave like feature for all values of U/t
which becomes smaller, and will asymptotically approach zero as U/t increases. In the
QSL phase at U/t = 4.0 one can guess the existence of a finite spin gap. However, these
spectra a for finite size system (L = 15), such that finite size gaps are always present.
For larger U/t the lowest excitations increase in intensity and are closer to zero as one
would expect from the formation of a Goldstone mode. In the intermediate phase the
predicted excitation continuum of, e.g., deconfined spinons, cannot be seen. Indeed, the
quasi-particle excitations appear well defined, such that we can identify the dominant
peaks as the singlet-triplet excitations. The excitations above the gap might be of low
intensity, vanishing in the statistical noise.
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Fig. A.4.: Momentum resolved one particle Green’s function spectra as intensity map (left) and energy
distribution curves (right) along the high symmetry path Γ-M -K-Γ for the values of U/t = 3.5, 4.0, 4.5
and 5.0. The spectra show a smooth transition from the renormalized free case at U/t = 3.5 to the
strong coupling regime U/t = 5.0.
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Fig. A.5.: Momentum resolved one particle spin susceptibility spectra as intensity map (left) and energy
distribution curves (right) along the high symmetry path Γ-M -K-Γ for the values of U/t = 3.5, 4.0, 4.5
and 5.0. The spectra show a smooth transition from the renormalized free case at U/t = 3.5 to the
strong coupling regime U/t = 5.0.
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